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Abstract

Policymakers increasingly use trade instruments to address national security con-
cerns. This paper studies optimal policy for dual-use goods—items such as semicon-
ductors or drones that have both military and civilian applications. We begin by em-
pirically documenting that the regulation and trade flows of dual-use goods respond to
changes in the security environment over time. To put structure on the national secu-
rity externality, we introduce military procurement into a multi-country general equi-
librium network model and add a military contest to the national welfare function. In
a simple two-country case, optimal export taxes depend on a trade-off between the
good’s military centrality and its distortion centrality. Military centrality is a network-
adjusted sales share to the foreign military; distortion centrality reflects taxation misal-
location in the domestic economy from roundabout imports. Using U.S. defense pro-
curement data, we construct a measure of military use across goods, which ranges from
zero to one, by scaling the U.S. closed-economy military centrality by import demand
elasticities. Our measure effectively evaluates policy restrictions and military content
in trade flows. To quantify the macroeconomic magnitude of the consumption-security
trade-off, we calibrate our model to a potential U.S.-China conflict. The revealed pref-
erence estimate of the value placed on the probability of winning the conflict equals
2.5 times the annual U.S. GDP.

*We are indebted to Pol Antras, Elhanan Helpman, and Marc Melitz for their continuous guidance and
support. We extend our gratitude to the many individuals who helped with the creation of this paper (Ap-
pendix A). All errors are our own.
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1 Introduction

A recent rise in geopolitical tensions has prompted policymakers to rethink trade pol-
icy in light of national security considerations. Evidence of how the Russian war effort in
Ukraine relies on imported manufacturing components has emphasized the importance of
trade in dual-use goods, items with both military and civilian applications.! Amid growing
concerns about future military confrontations with China, the U.S. Department of Com-
merce introduced a pre-emptive export ban on advanced NVIDIA chips.? In policy dis-
course, the perspective that supply chains for goods of strategic importance should be re-
stricted to friendly countries has been emerging as a new political consensus, gradually
replacing previous free trade narratives.®

Despite the policy interest, the field of international trade still lacks a concise summary
defining dual-use goods and their role in trade policy.* Optimal tariff formulas have been
derived for consumption goods across a variety of market structures (Helpman and Krug-
man, 1989). The literature has also explored how trade taxes should correct international
externalities in the context of carbon emissions and climate change (e.g., Kortum and Weis-
bach, 2021). In response to the conflict in Ukraine, recent theoretical work has commented
on the optimal sanctions design, drawing a parallel between sanctions and terms-of-trade
manipulations (Becko, 2024). The quantitative treatment of military externalities, however,
remains a gap in the literature, which we address.

Our paper characterizes the optimal trade policy for dual-use goods in a world with
possible military conflicts. We motivate our inquiry by empirically documenting that the
regulation and trade flows of critical goods respond to changes in the security environment
over time. We then present a simple two-country model that formalizes a military contest
externality and derive optimal trade taxes in that setup. We construct a measure of mili-
tary use across goods between zero and one, which is based on the sufficient statistics for
the military externality in our tax formulas, and show that it predicts policy targeting and
changes in trade flows around conflicts. To quantify the consumption-security trade-off,
we extend our baseline model to a multi-country general equilibrium setup and calibrate
it to a potential U.S.-China conflict.

We begin our paper by establishing three motivating facts about dual-use goods. First,
goods classified as dual-use by security authorities are often intermediate inputs. They are

IThe FT article “Type of Russian missile that struck Kyiv children’s hospital uses Western components”
(Miller et al., 2024) provides one piece of anecdotal evidence.

2News coverage of the ban can be found in the article “U.S. Restricts Sales of Sophisticated Chips to China
and Russia” in the New York Times (Clark & Swanson, 2022).

3See “What is Friendshoring?” in the New York Times (Kessler, 2022).

4For the supply chain analysis of dual-use goods, see, for example, reports by Rhodus Intelligence (Galeev
etal., 2024).



concentrated in categories such as machine tools, aerospace, and chemicals, and are gen-
erally produced by industries located midstream in the U.S. input-output tables. Second,
these goods have received more policy attention in recent years. The range of goods classi-
fied as dual-use for EU customs has doubled since 2007, with sharp increases around 2014
and 2022; security-related policy announcements targeting these goods have increased
tenfold since 2019. Third, trade in dual-use goods responds to the security environment.
The subsidy equivalent for dual-use trade within Cold War blocs peaked at 40% in 1990
and has been decreasing since then, but the Ukraine conflict reversed half of the post-1990
decrease in bloc importance.” During war episodes between 1960 and today, dual-use im-
ports have experienced, on average, a 10% subsidy equivalent for friends and a 10% tariff
equivalent for enemies. Together, these facts suggest that trade in some goods responds to
a time-varying national security externality and motivates our theoretical framework that
takes production networks into account.

We formalize our concept of the defense externality in a simple two-country model. We
begin with an Armington (1969) setup with a freely tradable outside good and then expand
the model to incorporate production networks in the spirit of Baqaee and Farhi (2024). To
these models, we add the defense department as a second final demand agent alongside
households. The defense department procures physical goods and is financed by house-
hold taxes. The government calibrates defense spending to balance household consump-
tion with the expected payoff of a contest with the foreign military. In our two-country
setup, the contest payoffis a function of a simple ratio of domestic military to foreign, which
we later generalize. We solve for the optimal taxes across goods, keeping in mind that the
observed national security bans might be a second-best outcome if policy instruments are
restricted to zero or infinite taxes only.

In this setup, optimal export taxes depend on a trade-off between foreign military cen-
trality and domestic distortion centrality. Military centrality is a network-adjusted sales
share to the foreign military, which is scaled by a macro shifter that captures the impor-
tance of winning the military contest relative to domestic consumption. Distortion cen-
trality is a network-adjusted domestic sales share via roundabout imports. The trade-off
depends on the import demand elasticity, which enters as a denominator that scales the
centrality difference. The trade-off is thus more significant for less substitutable goods. It
serves as a Pigouvian addition to standard terms-of-trade components in the optimal tax
formulas. In our calibration exercise, we extend our model to include production factors
in fixed supply and find that the generalized optimal tax formulas feature a similar factor

SHere and henceforth, subsidy equivalent or tariff equivalent simply means the coefficient on the gravity
equation right-hand-side indicator variable for dual-use x diplomatic relationship conditional on exporter-
importer, exporter-product, and importer-product fixed effects and a diplomatic relationship dummy vari-
able.



centrality trade-off that is multiplied by the price reaction of each factor.

As an illustration of our model’s mechanism, consider U.S. chip exports to China. Tax-
ing chip exports increases their price for the Chinese military but also increases the price of
re-imported electronics containing these chips for American buyers. For $1 of U.S. export
sales, foreign military centrality is roughly the 20 cents that go to the Chinese military, and
domestic distortion centrality is roughly the 10 cents that return to the U.S. via electron-
ics.% The U.S. government prefers higher export taxes on chips when military tensions with
China are high relative to the domestic consumption weight. If China can easily substitute
American chips with home-produced ones, the trade-off matters less, and consequently,
the U.S. chip exports should be taxed less. If trade instruments for national security are
limited to export bans, we will observe a chip ban as a second-best solution if the optimal
export tax is high enough.

To quantify which goods matter for defense in practice, we develop an empirical mea-
sure of military use, ranging between 0 and 1, inspired by our optimal tax formulas. We
first provide historical and anecdotal evidence that regulators consider the relative use of
goods by military and households. Then we construct our military use measure by calcu-
lating military centrality across goods for the U.S. closed-economy network and scaling it
by import demand elasticities, estimated in the trade literature. The intuition behind this
statistic emerges from our optimal tax formulas and reflects the trade-off between the sec-
toral size of the military externality and production base non-substitutability.” Military use
provides a product-level characteristic applicable to a variety of contexts. The goods that
score the highest on this metric are aluminum, warships, tanks, aircraft engines, and vari-
ous shipbuilding inputs.?

Our measure of military use predicts targeting by trade policies, as well as changes in
import flows around conflicts. For policy outcomes, we examine entries in dual-use lists,
U.S. export non-tariff measures after 2022, and global export policy announcements over
time. We observe a pronounced change in the policy gradient: goods in the top percentile
of our military use measure faced 40% fewer export policy announcements over 2018-2019

5The remaining 70 cents constitute foreign consumption centrality, which appear in the trade-off along-
side domestic distortion centrality when the U.S. government places a positive weight on foreign consump-
tion. All the sales values mentioned should also be adjusted by taxation along the network in a way that the
main text clarifies. The numbers in this example are hypothetical. For more concrete examples, we provide
several firm-level case studies of critical supply chains in our motivating facts section.

"The closed economy benchmark enables us to understand existing levels of trade regulation, whereas
international centralities are calculated conditional on existing regulation and act as a normative prescription
for future regulatory changes.

8The dual-use nature of shipbuilding aligns with the account by Barwick et al. (2024), which overviews the

history of industrial policy in the sector. Ding (2023) shows that the largest economies of scope in joint pro-
duction are found in electronics, aerospace, and optical equipment, which are also military-centric sectors.
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compared to goods in the bottom percentile, 7% more over 2020-2021, and 100% more over
2022-2023.° Military use is a strong and robust predictor of inclusion in trade restrictions.
It yields a better fit (R? = 0.85) than a simple military sales share (R? = 0.35) and military
centrality without elasticity scaling (R* = 0.59). It also wins a horse race against the latter,
and maintains the same magnitude and significance conditional on sales share polynomi-
als and other product-level controls.

For trade flow outcomes, we analyze conflict events and decompose changes in the av-
erage military use of imports across source countries and individual goods. In the case
of Ukraine, for a 1pp increase in military use, a good sees a 5% increase in imports af-
ter 2022. The leading military contributors are Poland (weapons), Slovakia (ammunition),
and Canada (tanks), which are offset by Russia (fossil fuels), China (electrical apparatus,
steel), and Belarus (petroleum). We perform similar decompositions for Russia after 2022
and China between 2016 and the present. Intriguingly, we spot a trend of Chinese military-
adjacent decoupling since 2016, driven by a decrease in imports of aerospace components,
semiconductors, and optical equipment from the West.

The empirical validation of our military use measure enables us to apply it in a variety
of policy and trade settings. In one exercise, we quantify to what extent various sanction
lists target military enterprises, as measured by the military centrality rank of their indus-
try of operation. We find that the U.S. Bureau of Industry Security lists follow an intuitive
order, from the Military End Use list bans (average military centrality percentile of 77%)
to less military-centric licensing lists (52%). There is also an intuitive clustering in terms
of countries, with a targeted group (>75%: e.g., Latin America and Northern Europe), an
expanded group (50%-75%: e.g., China, UAE, and Turkey), and a blanket sanctions group
(<50%: e.g., Armenia, Serbia, and Iran). Across countries, a 1% increase in sanctions in-
tensity, measured by the ratio of targeted entities to total entity records in a country;, is as-
sociated with an ~ 3% decrease in the average military centrality percentile. We observe
similar consumption-security trade-offs by analyzing the EU critical goods lists and sanc-
tions against Russia.

Our military use measure is a helpful indicator of military intensity for country-level
trade flows both over time and in the cross-section. Tracking average military use for goods
on a given exporter-importer link allows us to detect conflict shocks, such as Opération

9Policy announcements reflect changes in policy, not levels. One potential reason why high military use
goods were targeted less before 2019 is that they are inputs; see Antras et al. (2024). Another reason would be
that the military domain lacked the need for adjustment close to the steady state relative to other domains
in peacetime or, more behaviorally, had no salience for policymakers. National security gained prominence
following the Covid-19 outbreak, alongside concerns about supply chain resilience. In 2020, 800 DJI drones
were grounded in the U.S. over the spying fears (Friedman & McCabe, 2020), and the U.S. introduced restric-
tions on the export of semiconductors and artificial intelligence software, contributing to an increase in the
gradient.



Lamantin in the Western Saharan War, and secular trends, such as Russia’s increasing de-
pendency on the German industrial base after 1995. In the cross-section, it allows us to
identify trade flows with the most military content. Between 1995 and 2015, China saw the
largest export gains (+13pp) in military-adjacent industries, making it the biggest global
contributor (17%) in terms of cumulative military export content at present, comparable to
the military export contributions of the U.S. (9%) and Germany (8%) jointly. Our product-
level characteristic thus provides helpful policy metrics for various settings.

In the final part of the paper, we evaluate the macroeconomic magnitude of the na-
tional security externality. To that end, we calibrate our model to a potential U.S.-China
conflict, with the rest of the world as a bystander country. We first extend our theory to a
general equilibrium framework, developing compact propagation matrix formulas for fac-
tor price changes. We also extend our data by assembling Chinese input-output tables and
constructing final military demand based on the revenue of publicly-traded firms in the
defense sector. We parametrize national welfare as a function of domestic consumption,
foreign consumption with a weight, and a generalized contest function of domestic and
foreign militaries with a weight. The generalized contest function captures the probability
of winning the conflict, and the weight can be interpreted as the conflict prize. The contest
elasticity parameter  governs the returns to scale when the military good converts into the
probability of winning, with values below one dampening military advantage and above
one amplifying it.

The structural parameters are disciplined using a revealed preference approach. The
contest elasticity parameter «y rationalizes how the U.S. adjusts its military spending in re-
sponse to the evolution of the Eastern Bloc military spending over time. We find that the
parameter equals v ~ 0.5 across specifications, suggesting that the military good translates
into the probability of winning with decreasing returns to scale. The welfare weight on the
military contest, or what we call the conflict prize, is estimated from the military spending
levels: a marginal tax dollar going to the military should be as valuable as a marginal tax dol-
lar left to households. Our estimate of the conflict prize amounts to 2.5 times of the annual
U.S. GDP. Factor price adjustments affect this estimate by about 0.7-0.9 annual U.S. GDP.
The estimate also depends on our assumptions about existing military stockpiles, which
we derive using book values from accounting statements.'® The prize reflects a dynamic
continuation value of winning the contest projected onto a static model.

Given our structural fit, we evaluate how home military advantage (muomg/meroy) €an
be increased at the expense of the consumption ratio (cpron/cHoMmE) @CTOSS Various scenar-

Historically, when stockpiles decrease, military spending increases. During the World War 2, military
spending reached 40% of the domestic GDP for the U.S.. Separating the effects on military spending of
changes in stockpiles from the effects of changes in the externality might require more empirical analysis
in the future.



ios. In the baseline scenario, with export taxes and zero welfare weights on foreign house-
holds, the U.S. increases its military advantage by 1.7% and decreases its consumption ratio
by 1.5%; the numbers for China are 2.1% (>1.7%) and -4.9% (<-1.5%), revealing a stronger
export policy impact. Potential smuggling via the Rest of the World reduces these effects
by more than half for both countries. When military stockpiles are depleted, incentives
to block exports increase, multiplying the U.S. effects by ~1.25. Import taxes serve as a
stronger military deterrent for the U.S. compared to the export policy, primarily through
decreasing Chinese defense budget. For China, however, import policy has a near-zero im-
pact since China does not import significant quantities of American goods. The U.S. export
policy implemented jointly with the Western coalition has a five times stronger impact than
the U.S. acting on its own; similar enforcement by the Eastern coalition helps China very
modestly by a factor of 1.25. Finally, industrial policy is a much more potent tool com-
pared to trade policy. It performs a static terms-of-trade manipulation by redistributing
from export-oriented sectors toward domestic military sectors.

Overall, military can be thought of as an interest group that shapes policy and trade out-
comes in a way that is relevant on a macro scale. The static optimal tariff approach, which
usually requires modeling modifications to explain policy for consumer goods, describes
trade restrictions well in the military domain, where incentives are closer to the unilateral
benchmark.!! Our military use measure that we develop based on sufficient statistics in
our optimal tax formulas can be helpful for policy and trade evaluations. Across a variety
of settings, when the weight on the national security increases, less military-centric dual-
use items become targeted by policy. Our modeling architecture allows researchers to con-
duct general equilibrium policy evaluations with adversarial contests in mind. Factor price
adjustments materially affect various statistics of interest. We discuss potential research
follow-ups at the very end.

The remainder of the paper proceeds as follows. Section 2 contextualizes our contribu-
tion within the broader literature. Section 3 presents motivating facts on trade in dual-use
goods. Section 4 provides insight through a simple two-country model. Section 5 devel-
ops our empirical measure of military use. Section 6 extends and calibrates the model.
Section 7 concludes.

2 Related literature

Our paper studies optimal trade policy for dual-use goods in the presence of a military
contest externality. From a thematic perspective, it continues the line of work that studies
the role of interest groups in international trade, examining it through a national security

UFor empirical evidence and modern treatment of the Heckscher-Ohlin framework, see Kikuchi (2024).
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lens. The paper makes theoretical contributions to the optimal tariff literature and the lit-
erature on wedges in production networks. On the empirical front, it quantifies industry
network positions by incorporating defense procurement into input-output tables, while
analyzing the associated trade and industrial policies.

We continue the tradition of research on interest groups in international trade start-
ing from Grossman and Helpman (1994). The literature began with the influence of do-
mestic lobbies on trade policy but has expanded to consider the influence of foreign lob-
bies (Antras and Padro i Miquel, 2011, 2023); some recent quantitative treatments include
Ossa (2014), Méndez and Van Patten (2022), Adao et al. (2023, 2024), Kleinman et al. (2023),
Hsiao et al. (2024). Our study is distinct in that we quantitively examine military contests
rather than domestic elections or other diplomatic actions.

More broadly, our paper is related to research on geoeconomics. Earlier work in this
area used parsimonious setups to understand price incentives relating to conflict, pro-
duction, and exchange (Skaperdas and Syropoulos, 2001, Kaempfer and Lowenberg, 2007,
Acemoglu et al., 2012) and examine links between trade and conflicts empirically (Martin,
Mayer, et al., 2008, 2012; Martin, Thoenig, et al., 2008, Acemoglu and Yared, 2010, Wen,
2012, Rohner et al., 2013, Chatagnier and Kavakl, 2017). Recent work deepens our under-
standing of mechanisms behind international coercion (Itskhoki and Mukhin, 2022, 2023,
Becko, 2023, Bianchi and Sosa-Padilla, 2023, Clayton et al., 2023, 2024, Becko and O’Con-
nor, 2024, Eichengreen et al., 2024, Kooi, 2024, E. Liu and Yang, 2024) and delivers structural
estimates of various conflict parameters (Kang, 2016, Konig et al., 2017, Couttenier et al.,
2023, Thoenig, 2023). We do not model game theory behind conflict realization but instead
treat conflict probability as given. Therefore, we consider our approach to be closer to the
interest group literature.'?

We solve for optimal taxes in a multi-agent network economy with distortions and ex-
ternalities. Optimal tariff formulas have been derived for consumption goods for a va-
riety of market structures (Helpman and Krugman, 1989); most recently, for a Ricardian
setup with a continuum of goods (Costinot et al., 2015), under monopolistic competition
with firm heterogeneity (Costinot et al., 2020), and in the presence of economies of scale
(Lashkaripour & Lugovskyy, 2022). Becko (2024) showed that the optimal sanctions prob-
lem is a scaled terms-of-trade manipulation problem. An extensive literature has studied
optimal trade taxes under climate production externalities (e.g., Farrokhi and Lashkaripour,

12Another way to classify the literature is to say that Addo et al. (2023), Addo et al. (2024), Hsiao et al. (2024)
and others non-parametrically recover reduced-form utility weights on various interest groups by projecting
data onto a minimalist static model; Thoenig (2023), Clayton et al. (2023, 2024), E. Liu and Yang (2024) and
others impose various forms of game protocols (e.g., Nash-in-Nash bargaining or first-degree monopoly dis-
crimination) before market clearing. We follow a classic markup approach (optimal trade taxes) with general
welfare weights and use some structure to impose functional forms on utility Jacobians.
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2021, Kortum and Weisbach, 2021; more broadly, Golosov et al., 2014, Conte et al., 2022,
Cruz and Rossi-Hansberg, 2022, 2023, Hsiao, 2022, Acemoglu et al., 2023, Bilal and Rossi-
Hansberg, 2023). Building upon the production networks literature following Long and
Plosser (1983), researchers have developed theoretical tools for input-output accounting
and optimal wedge-setting on networks (e.g., E. Liu, 2019, Bigio and La’O, 2020, Galeotti
et al., 2020, Lashkaripour and Beshkar, 2020, Wu, 2022, Bagaee and Farhi, 2024, E. Liu and
Tsyvinski, 2024). Our contribution to these lines of research includes optimal tax expres-
sions under arbitrary network distortions, compact formulas for factor price adjustments,
and reformulations of centrality in terms of sales shares for multi-agent economies.

Our quantification of industry positions in input-output networks follows a long tradi-
tion starting from Leontief (1936), and has been most recently exemplified by the work on
global value chains (Jones, 1976, Antras et al., 2012, Antras and Chor, 2013, 2018, Hausmann
et al., 2014, Antras, 2016, Grassi, 2018, Alfaro et al., 2019, Grassi and Sauvagnat, 2019). Our
research examines applications of trade and industrial policies similar to Evenett (2019),
Bai et al. (2022), Copeland et al. (2022), Juhdasz et al. (2022), and Goldberg et al. (2024). We
extend this analysis to military goods by working with government procurement contracts
following Auerbach and Gorodnichenko (2012), Belenzon and Cioaca (2021), and Cox et al.
(2023). Our conflict event studies add to the work on the economic consequences of war
(Chupilkin and Koczan, 2022, Davis et al., 2023, Federle et al., 2024, Neri-Laine, 2024, Horn
et al., 2024, Gopinath et al., 2024). Various security implications of trade in services in the
context of surveillance Al are discussed in Beraja, Kao, et al. (2023a, 2023b), Beraja, Yang,
et al. (2023). Our calibration exercises are similar to recent work on sanctions (e.g., Ghironi
etal., 2023, de Souza et al., 2024); future models might benefit from matching empirical es-
timates of various elasticities (e.g., Chupilkin et al., 2024, Crosignani et al., 2024, Egorov et
al., 2024, Liet al., 2024, Teti et al., 2024. X. Liu et al., 2024). Having established this context,
we now turn to the main text.

3 Motivating facts

What goods can be put to both military and civilian uses? Rare-earth magnets produced
in Chengdu, China, are used as inputs in the U.S. F-35 fighter jet radars and Tesla car seats.
Ship engines produced by a German Rolls-Royce subsidiary power both the PLA Navy’s mis-
sile destroyers and cruise ships across Lake Michigan. Computer numerical control (CNC)
machines are used to make parts for both Iskander missiles and golf clubs. Inexpensive
drones, originally designed for amateur photography, are repurposed for trench warfare in



Ukraine. Examples of such manufacturing inputs and equipment are abundant.”

Governments have historically intervened in the free exchange of dual-use items. Mil-
itary considerations dominated over the design of export control policies directed to the
Soviet Union during the Cold War (Gustafson, 1981). The 1721 Naval Stores Act, passed by
the British Parliament, incentivized the production and import of timber from the North
American colonies. Inexpensive timber was a strategic input to strengthen the British hege-
mony at sea, while also inadvertently sparking a boom in London furniture making (Bowett,
1994). In 1076, a Song court decree banned exports of gunpowder components, saltpeter
and sulfur, to neighboring Liao and Western Xia to protect its military advantage (Andrade,
2016). The design of national security interventions has become more challenging in the
modern world of global value chains and reshipping, where imprecise policy tools affect
third parties and generate unintended adjustments (Itskhoki and Ribakova, 2024, Iyoha et
al., 2024, X. Liu et al., 2024).

In this section, we document three stylized facts about dual-use goods, as classified
by security experts. First, dual-use goods are overwhelmingly intermediate inputs. Sec-
ond, trade in dual-use goods is increasingly regulated. Third, dual-use trade responds to
changes in the security environment. These facts will motivate our theoretical framework
going forward.

Fact #1. Dual-use goods are overwhelmingly intermediate inputs

Customs authorities implement strategic trade control to ensure that goods critical to
national security do not cross international borders. The EU customs authorities provide
correlation tables that link traditional Harmonized System 6-digit codes with the Export
Control Classification Numbers (ECCN), flagging which goods should be subject to addi-
tional checks and licensing.'* For the purposes of this section, our formal definition of
dual-use goods refers to a set of HS 6-digit commodities listed in those tables.

Many commodities flagged as dual-use serve as inputs into manufacturing production.
Two main HS 2-digit categories containing dual-use goods are electrical equipment (85)
and mechanical machinery (84). Dual-use goods within these categories jointly account
for more than 20% of global trade between 2015 and 2019 (Figure 1). Other prominent
categories are opticals (90), aerospace (88), and mineral fuels (27), each representing 2% of
global trade, as well as plastics (39), organic chemicals (29), and chemicals (38), accounting

13See Appendix B.1 for our firm-level supply chain reconstructions behind the examples in this paragraph;
examples for German ship engines, CNCs, and the Gustafson (1981) reference are borrowed from the OSINT
analysis by Rhodus Intelligence and Kamil Galeev.

4Appendix C.1.1 provides some institutional details.
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Notes: Data for dual-use categories are taken from the 2018 vintage of the EU TARIC dual-use correlation
tables. Data on trade flows from 2015 to 2019 are from the CEPII BACI (HS Rev. 4, 2012) dataset (Gaulier &
Zignago, 2010). Blue bars show the share of global trade accounted by the dual-use goods within broader 2-
digit categories; those bars are stacked to resemble a cumulative distribution function. Larger dashed white
bars reflect the trade share of all the goods within each category. As such, blue bars sum horizontally to the
total dual-use share of 36.3%, but white bars do not sum to 100% because they are placed in relation to blue
bars. Figure C.1 provides a similar breakdown for the underlying ECN security codes.

Figure 1: Dual-use goods (2018 vintage) breakdown by HS2 codes

for 1%. Together commodities flagged as dual-use cover 36.3% of global trade.'

In Appendix C.1.2, we link these HS 6-digit categories to NAICS industries that produce
them and find that dual-use goods are located in midstream industries, as characterized
by the ratio of their intermediate to total sales. Downstream industries either sell directly
to civilians or, in a few special cases, are governed by the munitions lists rather than the
dual-use lists.'® Upstream industries, such as logging (113310) or industrial sand mining

15The reader should be careful in interpreting this number. First, this is not the same as saying that 36.3% of
global trade is used in military production. These figures reflect commodities that might be used as military
inputs, including raw materials such as oil and steel, but that in practice are mostly used for civilian pur-
poses. Second, it would be incorrect to say that every item shipped within flagged categories could be used
in military production. Not every chip can be put into a missile. These dual-use classifications are developed
with customs’ goals in mind and as such exhibit type-I and type-II errors driven by institutional objectives.
Chatelus and Heine (2016) presents a more nuanced discussion of these issues. Therefore, the only way to
treat our dual-use goods definition is to treat it in a formal sense. We will later demonstrate that this definition
is helpful for policy analysis.

16The HS codes governed by the munitions lists are 93XXXX (arms and ammunition), 8710XX (tanks), and
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(212322), produce items that are too generic to be targeted by trade controls. These patterns
in the data suggest that our model would benefit from a production networks treatment.

Fact #2. Trade in dual-use goods is increasingly regulated

The official customs definition of dual-use goods that we have selected as our bench-
mark has evolved over time. The set of commodities classified as dual-use has grown steadily
since 2008, with sharp increases in 2015 and 2022 (Figure 2). The dual-use filter has ex-
panded from covering 25% of global trade in 2007 to 45% in 2023. When expressed in terms
of raw HS code count, the number of listed codes has doubled from 600 to 1,200 items
(11.5% and 23% out of 5,205 goods in total; see Figure C.3).
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Notes: Data for dual-use categories are taken from the EU TARIC dual-use correlation tables. Data on trade
flows from 2015 to 2019 are from the CEPII BACI (HS Rev. 4, 2012) dataset (Gaulier & Zignago, 2010). Military
spending data, which we use to measure China’s and Russia’s military spending as a percent of global military
spending, come from SIPRI; 2023 values are estimated.

Figure 2: Dual-use goods coverage over time

The rise in dual-use coverage coincides with increases in military spending by China
and Russia, and the timing follows the two acts of Russian aggression in Europe. In 2015, the
European Commission ordered to review and modernize the export control system follow-
ing increased national security threats; the list was updated to incorporate industrial ma-

890610 (warships). When y-variable monotonicity becomes important in our analysis, we add these HS6
codes to the dual-use lists manually; for descriptive purposes, we exclude them.
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chinery. In 2022, following the start of the war in Ukraine, the list extended the machinery
restrictions but also incorporated more household-oriented items such as air-conditioners
and refrigerators (Supplementary Appendix Tables S.A.B1, S.A.B2). These facts suggest that
the classification threshold might expand toward more household-oriented items in re-
sponse to changes in the national security externality; a conjecture that we will examine
in section 5.4 when discussing policy evaluations.

While the scope of customs controls has been expanding, the intensity of trade and in-
dustrial policies in this area has also been on the rise. In Appendix C.1.4, we document
that “ringfencing” trade and industrial policies that restrict foreign access, such as foreign
customer limits, local operations requirements, and intellectual property protections, dis-
proportionately target dual-use goods when compared to a random draw benchmark or
standard market-based instruments such as import tariffs. We also show that such policies
have gained popularity since 2019, with a tenfold increase in new policy announcements
in 2023 relative to the pre-pandemic period. Section 5 will examine policy targeting more
formally; subsequently, we will analyze whether policy targeting translates into changes in
trade flows.

Fact #3. Dual-use trade responds to changes in the security environment over time

The state of international security has varied historically, and those variations are re-
flected in the trade patterns of dual-use goods. In 1990, dual-use trade within Cold War
blocs had a 40% subsidy equivalent'” compared to all other trade links, as captured by a
gravity equation at the exporter-importer-product-year level with a rich set of fixed effects
(Figure 3; for details of the gravity specification and country bloc definitions, please refer
to the note below the figure). The importance of the Cold War blocs has been gradually
decreasing since then, and by 2019 the relative subsidy on the same-blocxdual-use trade
links has vanished altogether.

The decreasing trade relevance of country blocs has been partially reversed by the Ukra-
ine war, which has rolled back half of the implicit subsidy decrease for same-bloc x dual-use
trade links among modern geopolitical blocs since 1995. The Ukraine war has also empha-
sized the significance of dual-use trade between aligned/non-aligned country pairs; these
trade links have witnessed a 5% subsidy equivalent. Our findings provide additional context
to the results of Gopinath et al. (2024), who have established similar patterns for aggregate
trade flows.

7A reminder that subsidy equivalent or tariff equivalent simply means the coefficient on the gravity
equation right-hand-side indicator variable for dual-use x diplomatic relationship conditional on exporter-
importer, exporter-product, and importer-product fixed effects and a diplomatic relationship dummy vari-
able.
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database via BACI CEPII and are at the HS Rev. 0 (1992) level.

Our specification of choice is a triple-difference regression at the exporter-importer-product-year level that
compares (1) trade in dual-use goods versus trade in other goods; (2) transactions within links of a given
country-to-country relationship type versus all other trade links; and (3) periods of high bloc tension vesus
other years. The regression equation is

log ysjke = a;’;k + af,it + af,?t + YR X Relationshipij + ﬂtR X Relationshipij x Dual-usey + €;jx¢,

-
where o,

product-time fixed effects. Relationship,; captures the diplomatic relationship between countries ¢ and j.

az,, and a%‘t are a set of exporter-importer-product, exporter-product-time, and importer-

The year 1960 serves as the baseline, and we place no weight on the extensive margin when y;;,: = 0 by
setting the left-hand side to zero following Chen and Roth (2024). An ijkt observation is included in the re-
gression if both countries ¢ and j have available data for year ¢.

Country classifications into the Western and Eastern blocs during the Cold War and in modern times are listed
in Table SA.B.4. Links within the same bloc are defined as connections within the Western bloc or within the
Eastern bloc. Non-aligned links are defined as connections between the Western bloc countries and the Rest
of the World, as well as the Eastern bloc and the Rest of the World, with flows in both directions. Same bloc
and non-aligned links are included in gravity regressions simultaneously.

Figures plot triple-difference coefficients /3, r with 95% confidence intervals based on heteroskedasticity-
robust standard errors. Figure C.6 plots 7, r, while Figures SA.B.3 and SA.B.4 present additional robustness
checks.

Figure 3: Trade in dual-use goods by diplomatic relationship
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In Appendix C.1.5, we show that shocks to the national security environment cause
trade in dual-use goods to react in the short run. Analyzing wars between 1960 and to-
day, dual-use imports for war participants undergo a 10% subsidy equivalent shock from
their diplomatic friends and a 10% tariff equivalent shock from their diplomatic enemies.
This occurs on top of a 30% subsidy shock and 30% tariff shock for all imports. The results
suggest that following changes in national security, trade can adjust along geopolitical lines
relatively quickly; we will examine conflict shocks in greater detail in section 5.

Together, our three facts suggest an existence of a time-varying national security ex-
ternality, whereby trade in goods with military uses responds more strongly than trade in
other goods. The next section formalizes this externality in a simple modeling framework
and prepares theoretical foundations for our military use measure.

4 A simple two-country model

To capture our notion of the national security externality, we build a simple two-country
model. We begin with a standard Armington (1969) setup with a freely tradeable outside
good that serves as a numeraire. Additional model components include a tax-financed de-
fense department that buys goods, and a military contest in the welfare function. The lat-
ter is a function of the ratio of home military good to that of the foreign country. We first
consider a game where home and foreign governments simultaneously pick trade taxes
and defense spending in a unilateral way to maximize domestic welfare.'® Subsequently,
we consider a variation where trade and industrial policy moves before defense spending
for both countries, adding a precautionary motive similar to Becko and O’Connor (2024).
We end the section with a full setup that incorporates production networks in the spirit of
Baqaee and Farhi (2024).

For every setup, we solve for the optimal taxes across goods. With no welfare weight
on national security, the optimal export tax equals the monopoly markup (or the inverse
demand elasticity), while the optimal import tariff is flat and equal to zero.'® Once security
begins to matter, the export tax formula gains an additional Pigouvian term that multiplies
a sales share going to foreign military by a country-level macro shifter. When the game be-
comes two-stage, the macro shifter incorporates an additional dynamic term that depends
on the behavioral response of countries’ defense spending in the second period. Due to

8Here and henceforth, trade taxes also incorporate domestic industrial policy subsidies.
9The level of import tariffs and export taxes is pinned down by the existence of a freely tradable outside

good. In its absence, the Lerner symmetry holds and the flat level of import tariffs and export taxes is deter-
mined up to a constant (Lerner, 1936, Costinot et al., 2015, Costinot and Werning, 2019, Ttskhoki and Mukhin,
2023).
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that new dynamic component, domestic and import subsidies become positive and start
playing a deterrence role. Once we extend the model to production networks, instead of
a simple foreign military sales share, optimal tax formulas include a trade-off between the
network-adjusted sales share to foreign military and the domestic sales share arising from
roundabout imports. In section 6, we dispense with the freely tradable outside good and
show that an additional factor centrality trade-off, multiplied by the factor price response,
emerges.

4.1 Armington setup

Our baseline model sets up a simplified environment for tractability. We consider a
world with two countries, home (/) and foreign (/). Each country has six key agents: a lo-
cal representative firm, two local aggregators (one for the local consumption good and one
for the military good), a representative household, the defense department, and the gov-
ernment. (Figure D.1 illustrates the structure schematically.) The local firm uses local labor
to produce a local variety; the remaining labor not used by the firm transforms into a ho-
mogenous, freely tradable outside good. The local aggregators combine home and foreign
varieties into both the local consumption good and the local military good. The household
purchases the local consumption good and the freely tradable outside good with itsincome,
which is derived from labor earnings and trade tax revenues net of a military lump-sum tax.
The defense department utilizes government lump-sum transfers from households to fund
the military good. The government determines trade policy and defense spending to max-
imize welfare, which consists of a sum of household utility and a national security term.

Firms. Every country has one firm producing a local variety with a constant-returns-to-
scale labor technology ¢, = z{Ly, k € {H, F'}. Here 2] is a technology shifter. The firms set
their prices as

Pr = wk/z;i. (1)

Every country-variety on the supply side will be later combined into a local consumption
good and military good via demand aggregators, mirroring Armington (1969) model struc-
ture.

In addition to varieties produced by firms, there is also one freely tradable outside good
that is produced only with labor: B = L. We normalize its price to 1, p? = 1. If both
countries produce the freely tradable outside good, labor wages are pinned down by wy =
wp = 1, which shuts down general equilibrium wage effects. Our later assumptions on
household utility and labor endowments will ensure that this would indeed be the case.
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Aggregators. In every country i € {H, F'}, there are consumption and military aggre-
gators. These aggregators transform varieties produced by firms into final consumption
goods and military goods. To buy from firm £, the aggregator in country ¢ pays the price

pix = T T ik (2)

where (75 — 1) is an export tax (or subsidy) by a country k, (7' — 1) is an import tariff by
country ¢, and d;;, are gravity frictions.

Aggregators combine firm output into final goods. To deliver c; units of alocal consumer
good, the consumption aggregator combines c;;, units of firm k’s output, k € {H, F'}, using
a function F¢. Similarly, to deliver m; military units, the military aggregator combines m,
units of firm &’s output, k € {H, F'}, using a function F M,

¢ = F ({ea}), mi=FM({ma}). (3)

The functions F¢, FM are continuously differentiable, increasing, and concave in their
arguments. They exhibit constant or decreasing returns to scale. Aggregators minimize
their unit cost given firm prices p;:

K
Pf = min PikCik subjectto ¢; =1, (4)
P ’
K
PM = min Dk subjectto m; = 1. (5)
fman} {; ‘ k} )

We denote the consumption aggregator’s expenditure by C; and the military aggrega-
tor’s expenditure by M,;.
C; = PCc;, M;=P"m,. (6)

The resulting expenditure shares are

DikCik Pikik

Sk

The total expenditure on the good k is given by F:
By, = s5.C; + s M;, (8)
while an after-tax expenditure is Ey, = Ey /(75 7:}!). We define the sales shares of firm &

that go toward the military and consumption aggregators in country ¢ as

C
c _ si.Ci

M
oC — ___ Biki Sik M;
ik — _C M )
5.0 + s M;

SM = kL 9
ik SzC];CZ + S%MZ ( )
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Households. A representative household in every country maximizes its utility that de-
pends on its consumption of a freely tradable outside good (B;) and a local consumer good

(ci)
T
max B; + ;"
Bi,yi 1 — 1

(10)

subject to its budget constraint
B+ C; < T, (11)

Household income Z; equals labor income w;L; and tax revenues R; net of government
lump-sum taxes M; that go toward the defense department:

We assume that the labor endowment L; is large enough to generate sufficient income
for consuming the freely tradable outside good (which could otherwise lead to a corner
solution under quasi-linear preferences). We also ensure that the labor endowment in both
countries is large enough for the demand for the freely tradable outside good to drive both
countries to produce it. This condition ensures wy = wr = pM = 1, shutting down the
general equilibrium effects. The quasi-linear structure also eliminates the income effect of
the tax revenue R; on household consumption spending C};, simplifying our analysis in this
section.

Defense department. Governmentlump-sum taxes M; go toward defense spending. The
defense department purchases m,; units of the military good to maximize national security

¢i—1

max

subject to the budget constraint

The national security term depends not only on the military m,; athome but also on the mil-
itary m_; abroad. The higher the relative buildup (m;/m_;) is, the more secure the country
becomes. One can treat this functional form as a local approximation of more general con-
test functions (Tullock, 1980), which we will consider in section 6. Its role in this section is
to simplify analytical expressions for utility Jacobians.

Equilibrium. Given government policies? = ({7 }, {m3'}, {M:}), Ep = ({ax}, {px}, {ci},
{PE}, {m;}, {PM}) is an equilibrium if

(1) firmoptimizations (1), aggregator optimizations (4)-(5), household optimizations (10)-
(11), and defense department optimizations (13)-(14) hold,
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(2) goods markets clear

Qe = Z Cik + Z M. (15)

ie{H,F} 1e{H,F}

Country-specific policies will be denoted as P = ({r;}}'}, 7%, ;, M;). Hereafter, policies
marked by {7:}'} incorporate both trade and industrial policies.

Welfare. Governments set trade and defense spending policy variables contained in P =
({73}, 7% ;» M;). Bach country’s national welfare payoff equals the sum of household util-
ity and national security,
ni—1 bl
W, =B+ 1 ¢ 15 G (m’)g : (16)
ni— 1 G—1\m-

where f3; is a weight that a country places on national security.

Game. The two governments simultaneously set their trade and defense spending poli-
cies (PU), P(), Based on P, households, firms, and aggregators make their decisions,
and the equilibrium &p realizes. The governments subsequently collect welfare payoffs
(Wy, Wg).

The choice of the optimal trade policy P is sensitive to assumptions on the game struc-
ture. We assume that setting trade policy entails setting linear ad-valorem taxes 7;;, that are
not a function of foreign trade policy or foreign defense spending. In the simultaneous-
move game described above, the home government takes the foreign defense spending M _;
as given. In a sequential-move game where governments first set trade policy P, and then
defense spending P),, the home government would take into account the foreign reaction
to its trade policy. We will consider a sequential game variation to gain dynamic insights as
an extension. The simultaneous-move game remains our benchmark and will be used for
our quantitative analysis.

4.2 Optimal trade policy

We characterize the optimal trade policy in the environment specified above. We begin
with the household and government spending problems. For households, a marginal dollar
spent on a freely tradable outside good should be as beneficial as a marginal dollar spent
on consumption, which allows us to characterize consumption spending given policies P:

L= MRS = (PO Ci= (PO (17)

19



For governments, a marginal dollar spent on defense should be as beneficial as a marginal
dollar left to households. This allows us to characterize defense spending given trade poli-
cies P,:

1= ﬁz—a m; = (PZ-M/@)*Ciml__iCﬂ M; = 5§ (mfiPZ-M)l_Ci (18)

Plugging (17), (18) into (16) allows to recast welfare in the optimum as

C; M;
W; =wL; + R; + + ) (19)
n—1 G-—1

With these expressions in hand, we are now ready to characterize the optimal trade pol-
icy P;.

Proposition 1. The trade taxes for countryi € {H, F'} in the Nash equilibrium satisfy

rﬁj =1, ke{d F}, (20)
= oSN = kT (21)
T i E—1 sipCi + 85, M;

—ZZ

7’LZ

where elasticity £~ = dlog E_;;/dlog 7%, ; is the import demand elasticity.

The proof of the proposition is given in Appendix D.1. It follows the Ramsey approach
and serves as a template for other similar derivations in this paper, which are relegated
to the Supplementary Appendix. Given a small policy change, the change in the national
welfare function can be expressed as

dW,; = dR + Midlog P/ — (Cidlog PE + M;dlog PM) (22)

revenue forelgn mlhtary domestlc distortion

The remainder of our proof expands these elements in terms of tax changes to solve for the
optimum.

At the optimum, the export tax corrects a Pigouvian externality by internalizing the cost
that every unit sold to the foreign military imposes on domestic welfare. Here (M; /M _;) isa
national security macro shifter that depends on the utility functional forms; S ﬁ{ ,» however,
is a fundamental price-theoretic term that remains invariant across setups. Setting S_m- =
0 isolates the standard terms-of-trade export tax formula [—1/ (E:f,’f — 1)] that extracts the
monopoly mark-up.?’ Any non-zero import tax is distortionary because there are no market

failures on the import side.

20Alternatively, one can fix foreign military spending M_; and examine the best response under 3; = 0
(zero weight on national security in national welfare). This would result in M; = 0 and no Pigouvian exter-
nality in the optimal export tax.
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We now proceed to the case of a sequential game in which trade policy is chosen before
defense spending. Such a game presents a reduced-form way of modeling dynamics if one
believes that trade policy choices made today can affect military build-up tomorrow (e.g.
through resource stockpiling, military investment, or delays in observing foreign military
strategies). In Supplementary Appendix A.2, we show that the following proposition holds.

Proposition 2. Consider the game in which governments set trade policies (PT(H), ﬁF)) first
and defense spending (73](\/][{), 73](\5)) second. The trade taxes for countryi € {H,F'} in the
subgame perfect Nash equilibrium are characterized by

T4~ 1 T+ G (M /M) Y

i _ i i 93
Gy Eli—1 (23)

—ii

=1 TGS
T G
where T and TM are the usual terms-of-trade components featuring revenue spillovers fol-
lowing trade diversion, and (; —; = (_;/(¢; + (—; — (;(—;) is the conflict elasticity. The terms-
of-trade components can be expanded as

ke {H, F}, (24)

M1 ,
TX =14 (Bog/m)™ S T Eet (25)
ke{HF} K
X M
| Tl —ig T — 1 —ii

—i,0 ' —i,8 ik

In addition to correcting the Pigouvian externality, trade interventions now have an ad-
ditional strategic dimension. Export taxes and domestic subsidies act as deterrents, tilting
the price ratio to affect the second stage of the game. The welfare choice in the first stage is
now characterized by

dW; = dR; + M;¢;_idlog PM — Cidlog PE — M;¢;,_idlog PM. (27)

The degree of the strategic force is characterized by the conflict elasticity ¢; _;, which re-
flects how sensitive foreign military spending is to the military price ratio. Under (; —; = 1,
when nominal military spending is not sensitive to price ratio, Propositions 1 and 2 yield
the same formulas. Under ¢; _; > 1, when nominal military spending decreases when price
ratio moves unfavorably, strategic incentives both amplify export taxes and generate do-
mestic subsidies.”’ Another way to interpret this is to see that the strategic force modifies

2Under ¢; _; < 1, the foreign government decreases its military spending when the military price ratio
becomes more favorable to it. For the home government, taxing home military goods becomes the optimal
policy, as it both raises domestic revenues and deters foreign military spending.
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the macro shifter (/; /M _;) from Proposition 1, while keeping sectoral shifters S intact.??

Proposition 2 thus demonstrates how dynamic incentives can make a case for trade policy
as a strategic deterrent; for a more in-depth treatment of this topic, see Becko and O’Con-
nor (2024).

We have gained some intuition about how taxation should function under the horizon-
tal production case. In a simultaneous move game, governments correct a Pigouvian exter-
nality by imposing higher export taxes on goods with a higher sales share to the foreign mil-
itary. In a two-stage game, the dynamic deterrence incentive makes the case for domestic
subsidies. Yet this analysis has not touched upon how to treat inputs with complex down-
stream propagation, such as CNC machines or semiconductors. The following subsection
examines how trade policy should operate in the context when inputs have intermediate
uses.

4.3 Military centrality in production networks

We extend our trade policy analysis to an environment with production networks. We
show that the optimal trade taxes balance military centrality and distortion centrality of a
trade flow, scaled by the trade flow elasticity. Military centrality is a network- and taxation-
adjusted share of sales to the foreign military; distortion centrality is a similar statistic for
the domestic economy that measures roundabout imports.

Our setup now features firm-level networks. The set of firms is K with a set 5 of home
firms and a set K of foreign firms, X ; UKz = K. To produce ¢, units of output, firm k €
combines L units of local labor with inputs gx; from firm {’s output, [ € K, according to
production aggregator F:

QG = Fi(Li, {qu})- (28)

Aggregators JF}, are continuously differentiable, increasing, and concave in arguments. They
exhibit constant or decreasing returns to scale.

Firms minimize their unit costs given procurement prices py;:

K
Pk = min kak + Zpqukl subject to g = 1. (29)
L {awr} =1

The resulting procurement shares are denoted by

kl4kl
Q= DRIR (30)
Prqrk

221t also modifies terms-of-trade components. This occurs because trade policy now affects final demand,
which means that taxes make import demand elasticities, which previously were zero, non-zero. (For exam-
ple, import taxes for a country now affect export flows.)
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Aggregators combine the output of all firms. The market clearing condition is now

Qk:ZQZk+ Z Cik + Z M, (31)

leK ie{H,F} ie{H,F}

For notational simplicity, we assume that all the cross-border transactions are firm-to-
firm, while aggregators purchase only from local firms. This assumption is without loss of
generality because, in a situation where a home firm sells directly to a foreign aggregator,
we can always create a hypothetical importing node in the other country and assume that
the firm sells to that node, which then sells to the foreign aggregator.

Before characterizing the optimal trade policy, we introduce some network definitions.
We begin with standard definitions of the Leontief and inverse Leontief matrices and present
some helpful facts about these. Then we introduce the concepts of pull weights and a dis-
tortion matrix. We use those concepts to introduce military centrality, which is the main
focus of our analysis.

Definition 1 (Leontief matrices). The cost-based Leontief matrixis Q = (). The revenue-
based Leontief matrix is Q@ = (Q), QU = Qu/ (5.

Definition 2 (Inverse Leontief matrices). The inverse cost-based Leontief matrix ¥ = (Vy,)
and the inverse revenue-based Leontief matrix ¥ = (U;,) are defined as

T=1-Q)!, ¥=1-Q)" (32)

The following two facts about Leontief matrices will be helpful for subsequent defini-
tions. First, all the elements of inverse Leontief matrices ¥, \ifkl are non-negative, since
v = fozo Qr, U = Z;’LOZO Q" Second, one can rewrite the market clearing condition for
goods as

Xx=9 Y E. (33)
i1€{H,F}

One can see it by multiplying both sides of equation (31) by p; and recasting in matrix form:
K ~ ~ ~ ~
Xp=Y uXi+ > Ep X=0X+ ) E. (34)
=1 i€{H,F} 1€{H,F}
These facts will be helpful for the next two definitions.

Definition 3 (Final demand weights). Final demand weights for firm k from expenditures
of country j on firm [’s output are

Ejz‘I’zk
X
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Intuitively, w,g) is a network-adjusted sales share that goes to country j through final
demand for firm I's goods; >, w,ijl) is the overall sales share to country j, and >,y

Y ek w,(jl') = 1 represents the total sales share, which must sum to 1. This can be verified by
observing that

K

Jje{H,F} I=1 je{H,F} leK
Definition 4 (Distortion matrix). Distortion matrix ) = () is defined as
j 71 Wik
6 =2, =TT (37)

The distortion matrix equals the matrix of ones when there are no taxes. In the econ-
omy with non-negative taxes, distortions are all greater or equal to 1. In the economy with
nonnegative subsidies, distortions are all less or equal to 1. These two statements can be
verified by showing that

V-0 =9(Q-Q)V. (38)

After introducing these definitions, we proceed with our concepts of firm-level centrality.

Definition 5 (Centrality). We define distortion centrality, consumption centrality, and mil-
itary centrality of firm £ for country j as

ch=>"wls, (39)
lEIC]'
¢ (1) 50) oC c_ 3G
Cii, = Z Wit Ot St Sik = OO+ ML (40)
leK; ik~ ik ?
M () s(G) oM M _ s Mi
Cik = Zwkl O St Sik = SCCh+ MM, (41)
ZEIC]‘ z t ? t

) stands for the network adjustment, and ¢ ,(fl ) for the taxation adjustment.

Intuitively, w,(fl
An alternative interpretation of these definitions is that nodes with some final sales to coun-
try j have a military sales share characteristic ij.\f with Sj].‘f + Sjcl = 1. The pull weights w
and the distortion matrix 4 amplify these characteristics:
D — ' ®) M _ j (G)ygM C = j GgC
Cl=(wW s, c¥f=wW oS, cf=wVes")sy.  (42)

J

One can see that the sum of consumption and military centralities yield distortion central-
ity:
c M D
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In an economy with no taxes, distortion centrality equals a network-adjusted sales share
to a given country, ), w,(f ) < 1. Inaclosed economy with no taxes, distortion central-
ity equals 1. The following lemma provides a more intuitive way to express our centrality

measures.

Lemma 1 (Centrality equivalence). Centrality can be restated as

[W'sM].,. M, [W'sC];.C;
C%: =7 M j~/JC ) Cﬁc: =7 M jJC . (44)
(O™ M; + ['s%]3C; [0 ™6 Mj + ['s™]5C;
Proof.
E v W'sM) . M
e =3 Ll = ~,M[ L’Qﬂ . (45)
o (W sM] M + [W's€] 31 C)
As such, in an economy with no taxes, ¥ = ¥ = Cii €[0,1]. O

Another property of this centrality measure is rank invariance in a constant-returns-to-
scale economy conditional on factor prices and trade taxes. Regardless of how one scales
final agents’ income, the relative rankings of firms remain the same. This property is helpful
for empirical analysis.

Lemma 2 (Rank invariance). Consider two economies A’, A" with identical factor prices and
no taxation but different values of final demand M and C' (e.g., driven by external endow-
ments). Then, for any two industries k and ,

M/ M/ Ml/ M//
cx' >l s >l

Proof. The rankings of centrality are the same as the rankings of military specialization:

1 1

CM > cM o > . (46

v 26 L+ ([0 (WM (C/an) 14 (@sC)[wsM e O
The latter inequality can be recast as

[W's)e  [sC, (47)

The terms here depend only on the network structure but not on the final demand M and
C. Hence, centrality rankings are invariant to the scale of final demand as long as factor
prices are kept constant. O

After having defined and explored our centrality concepts, we can proceed with the
proposition for the optimal network taxes. (Details of the proof are relegated to Supple-
mentary Appendix A.3.)
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Proposition 3. The trade taxes for countryi € {H, F'} and firm k € K; in the Nash equilib-

rium satisfy

centrality trade-off
ToT /N

-~

M, 1
%, —1 7:zk+7i\/li,k {(M—Z)C%k Csz}

- , (48)
Tl £y — 1
centrality trade-off
ToT , A\ ~
M;
vy T () et
M1 M_;
__ . (49)

M ik
Tik Eig —1
where T, and T}' are terms-of-trade components, i and £, ,’: are import demand elas-
ticities. These terms-of-trade components can be expanded as

-1

F—Z}k Ti{i il il i
7-_)‘;7,c =1+ M Z —X o i 18 ik T Z 4 ilg—liJg ) (50)
_’L,kj ZGICZ\{k} —’Ll —Zl leK 'L
M — -1 (Ti(zl —DF-y —i,l ' -1 il
Ti” = Fy Z g En Z M Fu&ly | (51)
lek; =il =il 1ek\{k} il

where F}y, is the total cross-border flow from firm k to country j.

Proposition 3 subsumes Proposition 1. There are two key changes in the tax formulas
compared to Proposition 1. First, the final sales share S is replaced by the military central-
ity C™. In the horizontal case, one can verify that military centrality equals the sales share
exactly. Second, there is the addition of a new distortion centrality term CP. This term
captures the impact of roundabout imports. In the horizontal case with no roundabout
component, distortion centrality equals zero, as exported goods never return as re-imports
into the domestic economy.

This section has solved for the optimal trade taxes in a simple two-country economy
with production networks. We have introduced the concept of military centrality. Proposi-
tion 3 has shown that trade policy serves a dual role in balancing foreign military centrality
and domestic distortion centrality. With this baseline in mind, we can now proceed with
our empirical applications.

5 Empirical measurement

Our simple model suggests that military centrality, distortion centrality, and import de-
mand elasticities are the key sufficient statistics for determining optimal taxes that should
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inform national security aspects of trade policy. This section aims to examine to what extent
one can determine which goods pose military threats from economic data alone, without
relying on security experts’ lists.

We begin by developing a military use measure, inspired by our optimal tax formulas,
which is defined as the U.S. closed-economy military centrality divided by import demand
elasticities. Then we validate this measure using various outcomes, demonstrating that
it predicts policy targeting and trade flow responses around conflicts. Given the predic-
tive performance of our military use measure, we apply it to quantify various trade-related
statistics. Specifically, we use it to evaluate the U.S. entity lists, the EU critical goods lists,
and sanctions against Russia. We conclude by providing some summaries of trade flows in
the cross-section and over time.

Before presenting our data, in Appendix B.2 we provide descriptive evidence that statis-
tics such as military sales share are important factors in policymakers’ decisions. We show
an excerpt from a BIS conference that debated whether to continue regulating carbon fiber
given its increased use in sporting and automobile applications. We also examine several
technological transitions that decreased the military use of certain items, such as the post-
WW?2 phase-out of internal combustion engines from battlefield vehicles. We demonstrate
that, historically, those episodes coincided with increases in international trade in the af-
fected items. Our paper aims to provide a quantitative framework for analyzing such trade
policy decisions.

5.1 Military use measure

Our centrality measures are written in terms of endogenous sales shares and, as such,
already reflect existing policy interventions. If we were to ask what exports to China the U.S.
should tax next, given all the regulations already in place, we would construct the U.S. dis-
tortion and Chinese military centrality measures for U.S. export flows and plug those into
our formulas. This approach, however, works poorly for generating a policy-independent
metric that predicts existing levels of regulation. For example, the American nuclear war-
head centrality for China is zero not because nuclear warheads are not military-centric but
because trade policy on both sides has already made this link infeasible.

To approximate economic production fundamentals, we pick an environment with min-
imal trade regulation and focus on the U.S. closed-economy setup. Our preferred empirical
measure of military use is

0 < Clsw/on <1, (52)

M [®'sM] ;5 M;
WheI'e CUS,k - [‘I’/SM]jk]\/[j"‘[‘I’/SC]jij

centrality of good k and 0, > 1 is its import demand elasticity. The intuition for this
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statistic arises from the Pigouvian term in our optimal tax formulas. It reflects the trade-
off between the potential military externality magnitude C{‘{é’ . and production base non-
substitutability, as captured by import demand elasticities oy.

Military centrality C% reflects the network-adjusted sales share of the U.S. NAICS in-
dustries to the Department of Defense. Industries are mapped to HS 6-digit commodities
to obtain the product-level measure. Some industries, such as missile production or tank
manufacturing, primarily serve the Department of Defense. Others, like automobile man-
ufacturing or pharmaceuticals, predominantly sell to households. A range of input indus-
tries, such as semiconductors or the production of plastics, cater to both. Figure 4 displays
total sales to both agents by industry. We set C' and M to the empirical values of the U.S.
annual national income and military spending, respectively, with M ~ 0.03C, keeping in
mind that the rank of C{}/é’ . is scale-invariant with respect to the choice of M (Lemma 2).*

Import demand elasticities o, are the CES elasticities of substitution for a given good
between export origins. They serve as empirical proxies for demand elasticity (£, — 1) with
networks and general equilibrium dependencies in our optimal tax formulas. We use LIML
estimates, which are robust to outliers in trade flows, computed by Soderbery (2015), based
on the Broda and Weinstein (2006) procedure, which extends Feenstra (1994). Supplemen-
tary Appendix B.2 discusses various trade elasticities and shows that our results hold under
alternative elasticity measures. We treat these import demand elasticities as proxies for
both technological substitutability and various dynamic forces, such as depreciation and
stockpiling, insofar as these intertemporal phenomena are projected onto a static estima-
tion strategy.

Table 1 lists fifteen goods with the highest military use. The highest-scoring goods are
aluminum, warships, tanks, aircraft engines, and various shipbuilding inputs. Out of the
15 items, 12 belong to the EU dual-use list or are military items governed by the munitions
list. We report changes in the optimal export tax rates for those good, assuming a starting
point 7 = 1 (no terms-of-trade) and M; /M _; = 1 for the Jacobian. For this starting point,
optimal taxes turn out to be of reasonable magnitudes, ranging from 200% on aluminum
powders (highest) to 40% on aircraft engines (lowest).

5.2 Policy targeting

We compare our military use measure to three policy outcomes: EU dual-use lists, U.S.
export restrictions after 2022, and global export policy announcements. Moving from the

Z3A related question is whether annual M and annual elasticities are picked using the right time horizon
given the presence of dynamic forces such as stockpiling. In the absence of a dynamic model, annual values
are a natural choice that also happen to deliver decent predictability.
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Figure 4: The 2018 U.S. input-output table
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HS code Description Cosw/ow AT(%) D-U

760310 Aluminium; powders of non-lamellar structure 0.66 196.38 Ve
760320  Aluminium; powders of lamellar structure, flakes 0.64 178.63 v
890610  Vessels; warships 0.58 136.19 v/
871000  Tanks and other armoured fighting vehicles; motorised, whether or 0.56 129.46 v/

not fitted with weapons, and parts of such vehicles
890110  Cruise ships, excursion boats and similar vessels, principally de- 0.40 67.07 v
signed for the transport of persons, ferry boats of all kinds

890120  Tankers 0.40 66.32 v
890130  Vessels, refrigerated; other than tankers 0.40 66.32 v
890190  Vessels; n.e.c. in heading no. 8901, for the transport of goods and 0.40 65.58 v

other vessels for the transport of both persons and goods
890690  Vessels; other, including lifeboats other than rowing boats, other 0.39 62.89 Ve

than warships
880310 Aircraft and spacecraft; propellers and rotors and parts thereof 0.37 57.51 v
890590  Vessels; light, fire-floats, floating cranes and other vessels, the navi- 0.36 57.30 v
gability of which is subsidiary to their main function, floating docks
890520  Floating or submersible drilling or production platforms 0.36 56.66 X
890510  Dredgers 0.36 56.04 X
890400  Tugs and pusher craft 0.32 47.65 X
840910  Engines; parts of aircraft engines (spark-ignition reciprocating or ro- 0.29 40.11 v

tary internal combustion piston engines)

Notes: The three last columns report our measure of military use, export tax prescription, and the presence on
the EU dual-use list. Military use is an elasticity-adjusted military centrality. The associated export tax pre-
scription is computed based on (7, — 1) /7 = Cys /0. The EU dual-use list is from 2018 and is augmented
by munitions HS codes 93XXXX (arms and ammunition), 8710XX (tanks), and 890610 (warships). Table C.2
details keywords in the HS code descriptions within the defined buckets. Figure C.8 plots the centrality and
elasticity distributions for the underlying NAICS industries. Table C.3 depicts the correlation table for key
variables; Figure C.9 plots the cumulative distribution functions.

Table 1: Top-15 HS codes by military use

0Oth percentile to the 100th percentile of our measure increases the probability of being on
the dual-use lists from 5% to 50% and the probability of facing a U.S. export restriction
after 2022 from 9% to 50%. The policy gradient shows a striking evolution: goods in the top
percentile of military use faced 40% fewer export policy announcements over 2018-2019
compared to goods in the bottom percentile, 7% more over 2020-2021, and 100% more over
2022-2023. As Supplementary Appendix B.2 shows, the measure’s predictability is stronger
when weighted by trade shares or collapsed at the 4-digit level. The results are robust across
various military contract samples and trade elasticities.

We first show how military use relates to the probability of being on the critical goods
lists. Figure 5 displays average policy outcomes for percentiles of three different sorting
variables: military use (C /o, in blue), military centrality (C*, in light blue), and military
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On dual-use list, % US export NTMs after 2022, %

R%2=0.85 R2=0.84
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20% 20%
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0% 25% 50% 75% 100% 0% 25% 50% 75% 100%
Percentile CM/o Percentile CM/o

Notes: The colored lines display a cubic polynomial fit of the outcome onto the sorting variable percentiles:
military use (blue), military centrality (light blue), and military sales share (red). Blue points reflect a bin-
scatter with 50 bins of equal size for military use percentiles. The dual-use list is from 2018. The U.S. export
non-tariff measures (NTMs) are taken from the Global Trade Alert data and cover U.S. announcements in
the categories “Foreign customer limit,” “Export licensing requirement,” “Export ban,” and “Export-related

» o«

non-tariff measure, nes.”

Figure 5: Military use and policy lists

sales (S, in red). While all the three variables exhibit monotonic behavior, military use
provides the best sorting among the three. For the dual-use list, the R? of the polynomial
fitis 0.35 for S, 0.59 for C*, and 0.85 for CM /. For the U.S. export NTMs, the R? is 0.29 for
SM0.45 for CM, and 0.84 for CM /o (Figure C.10). It is worth emphasizing that both military
centrality and import demand elasticities contribute to explaining policy targeting. Tables
C.4-C.7 show that our military use measure wins a horse race against a simple military sales
share and remains stable after including flexible sales share polynomials, trade controls,
and HS2 fixed effects. Our model-guided C /o statistic thus delivers a superior prediction
performance than S* or s alone.

We then analyze global counts of export non-tariff measure announcements over time,
noting that policy announcements reflect policy changes, not existing levels (Figure 6). In
2018-2019, goods in the top percentile of military use were subject to 50% less new ex-
port policies than those in the bottom percentile. This pattern evened out in 2020-2021,
with goods covered almost uniformly. In 2022-2023, products in the top percentile received
100% more policies compared with the bottom percentile. This shift in policy focus is con-
sistent with an increase in regulatory attention towards military-related industries.
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Notes: The global export non-tariff measures (NTMs) are taken from the Global Trade Alert data and cover
policy announcements in the categories “Foreign customer limit,” “Export licensing requirement,” “Export
ban,” and “Export-related non-tariff measure, nes.” The figure presents a binscatter with 50 bins of equal size
for military use percentiles. The regression lines plot a linear fit of log(county;) = «; + S;bin numbery, + €,
with an intercept normalized to zero.

Figure 6: Global policy counts
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5.3 Trade flows

For trade flow outcomes, we examine import changes across goods following shifts in
the security environment. We do that for three cases: Ukraine after 2022, Russia after 2022,
and China after 2016. We then decompose military contributions across source countries
and individual goods by measuring how much each trade flow contributes to cumulative
military use of country imports and by analyzing changes in these shares over time. Finally,
we observe that the average military use proves helpful for long-run analysis of trade flows
over time.

In the case of Ukraine, for a 1pp increase in military use, a good experiences a 5% in-
crease in imports after 2022 (Figure 7). The leading military contributors are Poland (wea-
pons), Slovakia (ammunition), and Canada (tanks), offset by Russia (fossil fuels), China
(electrical apparatus, steel), and Belarus (petroleum). Increases in military use imports are
driven by ammunition, tanks, weapons, warships, and electric generating sets (Appendix
C.2.4).

For Russia after 2022, a 1pp increase in centrality leads to a 3.5% decrease in expected
imports (Figure C.11). The leading military contributors are China (manufacturing), Kaza-
khstan (aluminum), and Turkey (vessels), offset by France, Germany, and the United States
(primarily in aerospace and shipbuilding). Previously, Belarus functioned as a reshipping
hub for European Union imports; consequently, it contributes less as well. The overall de-
cline is linked to the import of aerospace and shipbuilding goods, as well as reception and
transmission equipment.

A curious finding is the decoupling in military industries observed for China since 2016.
For a 1pp increase in military use, China has witnessed an 8% decrease in expected imports
between 2016 and the present. The decrease is driven by imports from the U.S., South Ko-
rea, France, Japan, and Taiwan, and is counterbalanced by increased imports from Viet-
nam, Indonesia, and Hong Kong.** The main drivers of the military import decrease are
in aerospace, optical equipment, and various parts for the transmission and reception of
data.” Whether this decoupling is a result of demand or supply factors, a by-product of Chi-
nese industrial policies or an export policy intervention from source countries, remains a
question for future research.

24Given large flows associated with Hong Kong in the trade data, a significant part of these flows are due to
reshipping.

Z5This category includes displays, microchips, electric circuits, and semiconductors, as identified through
the crosswalk with the latest HS Rev. 2022 set of codes.
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(b) Change between 2021 and 2022 in cumulative military use contribution shares across source countries
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Figure 7: Trade responses following geopolitical shocks: Ukraine-2022
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5.4 Policy evaluation

Given that our military use measure passes some validation checks, we apply it to eval-
uate various security measures: the U.S. Bureau of Industry Security lists, the EU critical
goods lists, and sanctions against Russia. For the entity lists, we link companies to their
NAICS codes (when necessary, via matching with external datasets and using industry clas-
sification crosswalks) and report the centrality percentiles of associated industries.”® A re-
curring theme, observed both in the cross-section of policy targets and over time, is that
more consumer-use goods and enterprises are targeted in less safe settings. Using the lan-
guage of our theory, when a macro shifter on the security externality increases in size, more
goods and enterprises pass the policy threshold.

1
1
Military end-use list (N = 72) | S
|
|
Unverified list (N = 167) 1 S
|
|
Entity list (N = 2889) | —_—
|
|
Debarred persons list (N = 637) —l—e—l
|
50% 60% 70% 80%

Avg percentile CM

Notes: The BIS Military End-Use List includes foreign parties that represent an unacceptable risk of use in
or diversion to a “military end use” or “military end user” in countries subject to a U.S. arms embargo. The
Unverified List contains names of foreign persons who are or have been parties to transactions involving U.S.-
origin items and whose legitimacy have not been verified. The BIS Entity List includes the names of foreign
persons, including businesses, research institutions, government and private organizations, individuals, and
other types of legal persons that are subject to specific license requirements for the export, re-export, and/or
transfer (in-country) of specified items. The Debarred Persons List includes individuals and entities that have
been denied export privileges; they are matched only if an individual or entity that provides services is regis-
tered as a company.

The resulting lists of enterprises are matched with the universe of Orbis enterprises by country. The centrality
rank is then determined for the industry of the matched enterprise, which is crosswalked into NAICS (Rev.
2012) classification code.

Figure 8: Military centrality of the Bureau of Industry Security categories

As a sanity check, we first report average centrality percentiles of targeted enterprises
across BIS security lists by their type (Figure 8). The Military End-Use List (foreign enti-

26Since we have industries and not goods, we report centrality instead of military use. This approach has
the advantage of working for non-tradable industries as well.
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ties that might divert goods to the military) has the average centrality percentile of around
76%, followed by the Unverified List (no bona fide; 73%), the Entity List (license needed;
62%), and the Debarred Persons List (no export privilege; 51%). Sorting by centrality thus
generates an intuitive ranking of lists, serving as an indirect validation of our measure.*’

Figure 9 decomposes entity lists by country, plotting the average centrality percentile
against sanctions intensity, as measured by the ratio of sanctioned entities to total enti-
ties. Scandinavian countries, Latin American countries, Iraq and Afghanistan, countries
in the South China Sea except China, and most European countries are characterized by
a limited number of restricted entities with a high military centrality (>75%), suggesting
a targeted sanctions approach. Countries serving as entrep6dts and countries in conflict-
prone regions, such as the UAE, Oman, Turkey, and Pakistan, feature more entities on the
lists and have average centrality between 50% and 75%. China and Russia, which lead in
terms of the total number of applied restrictions, also fall into the 50%-75% zone. Outlier
countries, like Serbia or Iran, feature a high number of restrictions and low centrality, re-
flecting a blanket sanctions approach (<50%). Across countries, a 1% increase in sanctions
intensity is associated with an =~ 3% decrease in average centrality percentile.

Similarly, we conduct an assessment of the EU critical goods lists. We first examine the
EU dual-use lists (Fact #2, Figure 2) and evaluate how the average military use of the dual-
use lists changed over time given the scope expansion. We find that targeting improved
from 65.9% to 66.9% after the 2014 shock. In 2022, however, average military use decreased
from 66.3% to 63.1%, marking a drastic adjustment toward more household-oriented items
on the extensive margin (Figure C.15), in line with a shift in the security environment.

Besides the dual-use lists, since 2022 the EU Commission has compiled the list of criti-
cal battlefield items. The item groups are radioelectronics (95%; N = 5 HS six-digit codes),
semiconductors (74%; N = 4), economically critical goods smuggled via third-party coun-
tries (68%; N = 73), navigation & optics (62%; N = 25), and manufacturing equipment (53%;
N = 16) (Figure C.16). Notably, semiconductors (74%), listed as Tier 1, score less on our
measure than radioelectronics (95%), listed as Tier 2. This aligns with our understanding
that semiconductors are substitutable with civilian versions and are easy to stockpile. While
they might constitute an innovation chokepoint (e.g., NVIDIA Al chips), they do not nec-
essarily constitute a physical production chokepoint. The high score of smuggled goods
on our measure indicates that third-country imports might be used in military production,
which is corroborated by the existing anecdotal evidence.

We conclude by evaluating various lists of sanctions applied against the Russian econ-
omy (Figure C.17). The bulk of broad-based war-related sanctions falls between 50% and

2"The Debarred Persons List contains cases of smuggling, where industry is often masked by the nature of
the violation.
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Appendix Figure SA.B.32 reports confidence intervals for the estimates.

Figure 9: Centrality by country: BIS targeted entities
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65%: these include the Japanese METI end user list (61%; N = 38), the Canadian Consoli-
dated Autonomous Sanctions list (59%; N = 346), and the Ukraine NSDC State Register of
Sanctions (56%; N = 4298). Sanctions with very high (>70%) and very low (<50%) centrality
tend to target fewer enterprises.

Access to micro-data and micro-level elasticities of adjustment is preferable for deter-
mining where sanctions should be tightened. Our calibration exercise demonstrates how
our model can be brought to the data and handle certain extensions such as smuggling.
While more nuanced models of incomplete information and uncertainty, and spatial link
formation and goods’ diffusion might be necessary for practical sanctions enforcement,
our military use measure provides a helpful product-level statistic to guide macroeconomic
evaluations even without access to the micro-data.

5.5 Trade statistics

Average military use is a helpful summary statistic for the content of trade flows both
over time and in the cross-section. Figure 10 gives a long-run perspective on the aver-
age military use of Iraq’s imports and its response to various conflict events. Figure C.18
provides additional illustrative examples: (i) the emergence of Taiwan as a dual-use ex-
porter, (ii) Russia’s growing dependence on German machinery, (iii) the detection of French
Opération Lamantin in the Western Saharan war, (iv) U.S. exports to Saudi Arabia, (v) shocks
to Libyan imports, (vi) Yugoslavian imports, and (vii) Israeli imports. These case studies
demonstrate how our measure can effectively trace the military content of trade flows over
time.
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Figure 10: Imports of Iraq

We also summarize long-run changes in military contributions to global trade flows,
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measured as cumulative military use content shares (see Figure 7 for our definition). Be-
tween 1965 and 1995, military contributions to global exports increased for East Asia, Mex-
ico, and Spain, while decreasing for North America and Western Europe. The U.S. has
experienced an increase in military-adjacent imports, paralleled by the rise of East Asian
economies. Between 1995 and 2015, increases in military export contributions were driven
almost exclusively by China. The downward trend for Western Europe continued, paral-
leled with a similar decline in Japan (Figures C.19-C.22). As of 2015-2019, China (17%), the
U.S.(9%), and Germany (8%) are the three leading exporters in terms of cumulative military
use content.

We have thus constructed an empirical measure of military use that is rooted in suffi-
cient statistics in our optimal tax formulas. Our measure effectively predicts policy target-
ing and trade flow changes following conflicts. We have used it to evaluate various policy
lists and trade flows over time. As a product-level characteristic, military use can therefore
serve many helpful purposes. While we have developed a cross-sectional understanding of
what goods should be targeted, the next section uses our model’s calibration to a poten-
tial U.S.-China conflict to evaluate the macroeconomic magnitude of the consumption-
security trade-off.

6 Calibration

Our theoretical approach provides a structural framework to assess the military ex-
ternality and its macroeconomic implications, enabling us to quantify the consumption-
security trade-off. While we have developed a measure of military use across goods, we
have not taken a quantitative stance on macroeconomic shifters in our optimal tax formu-
las. To do that, we calibrate our model to a potential U.S.-China conflict and explore various
counterfactual scenarios.

To do that, we extend our theory from Section 4 to a general equilibrium setup with
flexible functional forms and adjustable factor prices. Production networks data are aug-
mented with input-output tables for China and trade with the Rest of the World; China’s
military basket is recovered from the revenues of publicly-traded firms in the defense sec-
tor. We take a stance on specific functional forms and estimate parameters of the contest
block. We conclude with quantitative policy evaluations.
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6.1 General equilibrium model

We make three amendments to the network model in section 4. First, we allow for NV
countries instead of just two. Second, we introduce general utility functions

Us({ej sy, {myhis)- (53)

Finally, we rule out the existence of a freely tradable outside good, incorporating potential
factor price adjustments into our analysis.

In the absence of the outside good, the household budget constraint becomes

and wages w; cease to be a numeraire.”® Here, D; represents trade deficits, with Zf\il D; =
0. The following proposition presents optimal tax formulas for a general equilibrium setup.

Proposition 4.

ToT budget centrality trade-off factor centrality trade-off
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where T ., TN are terms-of-trade terms, T, k,Izk are income effect terms, and T, IS a
wage-tax Jacobian adjusted by the inverse ratio of trade flows to factor payments (Fjy, /(w; L;/)).
The centrality weights are given by utility Jacobians

Uic, j Uic,i Uic, j Uic,i
wg_<P.Cj>/(PC)’ w%_(PMj)/(PC)‘ (57)
J 1 7 7

Terms-of-trade terms can be rewritten as

=1 [-(j=—inl=k) X
F_ip

X _ , i zl - il
7:i,k = 1 + TMk Z 7‘_]l l Z k? + Z il(c/,fﬁk 5 (58)
—h JALIER; 73
X
M -1 T B 1 zl -
T =1+ P Y L Pl + > Ez , (59)
GALIER; Tﬂ Jl Ik il

280ur analysis extends to the case of multiple factors or when a factor is owned by multiple groups.
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and income effect terms as

—1
F—i,k R; w,
I, = e [Z wi T+ Y ijjj—i],k] , (60)
i, i j
_ R ws
R [ u +2ij@5]7 1)
J#i J

with further expansions if necessary.

The proposition proof is given in Supplementary Appendix A.5. In the absence of a
freely tradable good, the household budgets and factors in fixed supply generate changes
in the price system. The new element in the optimal tax formulas emerges as a factor cen-
trality trade-off, scaled by a factor price response. As in all previous cases, our formulas
cover both trade and industrial policies.

One question that arises from Proposition 4 is how to recover the factor price tax Jaco-
bian J7. For that purpose, we express the factor market clearing condition as a compact
matrix expression

AYwWL = QYAXE (sO(D — M) + sMM), (62)

where AR, AX, and A" satisfy
R=ARX, AX=(I-¥sCAR), Al =1- QUAXT'SC. (63)

Matrix AR converts firm sales into tax revenues. Matrix A* is the inverse that reflects the
amplification of sales via tax revenues—tax revenues increase household budgets and lead
to higher demand and more sales. Matrix A" captures the roundabout propagation of fac-
tor prices through the economy, serving as the analog of (I — €2) in the Leontief inverse but
for factor prices. Taking a first-order approximation following a small policy change allows
us to back out Jj, (see Appendix D.2 for more details).

When it comes to solving the model numerically, we use an iterative algorithm, first
solving for optimal taxes using (55)-(56) and then updating the equilibrium using (62). To
calibrate the model, we need to take a stance on the utility functional forms and their as-
sociated parameters, which we address in the following subsection.

6.2 Parameter fit

We calibrate our model to a three-country setup with the United States, China, and the
Rest of the World. To do so, we assemble Chinese input-output tables (Figure C.23). The
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differences in military sectors are primarily driven by the fact that we derive military de-
mand from publicly traded Chinese firms in the defense sector (whereas for the U.S., pub-
licly available contracts of the Department of Defense are observed). For the Rest of the
World, we assume no military production and a horizontal production of export varieties
that utilize only local labor, mapping networks only for import nests.

We also take a stance on the functional forms of the utility and production functions.
Following Tullock (1980), we adopt a generalized contest function to model the military
contest, resulting in the following national welfare function:

e, maY) = B, g(m)
UZ<{CJ z:17{mj}z:1> CZ+;O[ZJCJ_’_Blg(mi)_i_zj#ig(mj)' (64)

We will denote the expected prize share of a country in the conflict as v; = g(m;)/(g(m;) +

;2 9(m;)) and interpret 3; as the expected prize size for country i that pins down the
marginal value of national security. We assume that the Rest of the World has no military
capabilities and places no weight on national security, so that vysy + vecuny = 1. A large
literature on generalized contest functions, starting from Tullock (1980), has extended the
contest block to various scenarios, including conflict damages and military alliances (e.g.,
Konig et al., 2017). We include a derivation for military alliances in our Supplementary
Appendix A.6 but reserve alliance quantifications for future work, keeping our contest block
minimalist.

We further assume that g(m;) = (mg;+m;)”, where my; is the existing national stockpile
of the military good in fixed supply (determined by the Department of Defense assets from
their accounting statements in the data). Parameter -y captures returns to scale for a mili-
tary good, with values below one dampening military advantage (under v — 0, everyone
gets an equal share regardless of military size) and above one amplifying it (under v — oo,
a small military advantage yields a certain victory).

Table 2 summarizes our parameter choices. The welfare weights on foreign consump-
tion «;; are assumed to be a;; = 0.01Pf or a;; = P across calibrations to contrast wel-
fare under unilateral and universalist modes of trade policy. This parameter governs the
strength of terms-of-trade versus Pigouvian incentives across goods; in theory, it could be
recovered by fitting predicted taxes to observed policy decisions.

Our trade elasticities across broad nests come from the work of Fajgelbaum et al. (2020).
We use o = 2.53 for import nodes, 0 = 1.53 for nodes that aggregate HS4 codes into im-
ported NAICS, and o0 = 1.19 for NAICS aggregators of domestic and foreign varieties. For all
other nodes, including consumer and military final demand nodes, we assume unit elastic-
ities. The heterogeneity in import demand elasticities thus arises only from the underlying
network structure.

Country-specific prize size (3; is backed out using a revealed preference approach to fit
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parameter | value
Q5 | Q5 = OOlPJC / Uiy = P]C

B; | model inversion to fit 2018 military expenditure levels

v | v = 0.5 (estimated)

o | from Fajgelbaum et al. (2020), unit otherwise

Notes: cv;; is proportional to initial P{” with the idea of approximating weights (U;c/P{) ™!, under which
optimal taxes are close to zero (not exactly zero due to general equilibrium effects).

Table 2: Calibration parameters

the first-order condition for 2018 observed military spending levels exactly. For exposition
purposes only, we show that if one omits general equilibrium price effects coming from
factor price adjustments, the first-order condition simplifies to a familiar marginal utility
trade-off in fund allocation:*’

"(my) v (1 — 1

3 K3

Substituting in g(m;) = (mg; + m;)” further yields

: = :
pM Py Mo; + My

Plugging relevant values for 2018 allows us to recover ;.

The value of 7, which is a prerequisite for recovering f3;, is estimated from the time series
variation in military spending over time. We use military spending of the Western bloc and,
at all points in time, treat it as the best response to the exogenous path of the Eastern bloc
military spending, perhaps with some noise,

logm; — log v4(7y) — log(1 — (7)) = &4, g = log (’}/BtlitPtC/PtM) , (68)

with subscript i = USA omitted for convenience (derivation in Appendix D.3). We explain
the residual variation in €, via changes in the security environment, controling for bloc con-
test importance and side conflicts, as well as other political and economic factors outside
of our model. We pick v for which the factors that we select can explain the most of the
residual variation in terms of R%: ¢; = X}3, + ¢;.

29The full formula that takes into account factor price adjustments is

U . U, .- Pc 1 i pe
ici icj (Y. i ij (Y. J
o+ 2 50w, po + 225 5603,
Bi = - : = - : (65)
* PM ’ ’ PM
Uimi/Bi Z Ui,mj/Bi M.T,? g’ (m;) vi(1—vs) + Z g'(m;) viv; M. T.?
pM i pPM JY M; g(m;) PM J glm;) PM"7IYM;
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Table 3 shows that the best fit across specifications is consistently obtained for values
of v around v = 0.5. We start by explaining ¢; solely with a year trend, which gives us an
R? of 0.86. To reflect stickiness in military spending decisions, we add an autoregressive
component log m;_; with one lag, yielding R? = 0.96. We then add separate intercepts
for geopolitical periods, include controls for active conflicts, and incorporate shocks for
war onsets. Figure 11 plots the fit using our preferred specification with v = 0.463 and
war controls. The parameter value suggests decreasing returns to scale to the military good
when it converts into the probability of winning.

trend trend + AR(1) + period dummies + war dummies + war start shocks
4 0.517 0.398 0.499 0.463 0.468
R? | 0.860 0.957 0.960 0.968 0.971

The historical periods are the Cold War (1950-1989), the End of History (1990-2000), the War on Terror
(2001-2013), and the New Cold War (2014-2021). The major wars during this time span include the Korean
War (1950-1953), the Vietnam War (1965-1973), the Gulf War (1990-1991), the Afghanistan War (2001-2014),
and the Iraq War (2003-2011). For our specification of preference, v = 0.463.

Table 3: Various specifications for vy estimation

—
&2

o
&)

Military spending (trln $)
()]

1960 1980 2000 2020

— Western bloc — Eastern bloc = Western bloc (predicted)

Figure 11: Military expenditures: Fitted values for v = 0.463

Country-specific conflict prizes ; are equal to 250% of the U.S. annual GDP and 140%
for China (Table 4). Those numbers can be interpreted as reduced-form welfare weights
on the probability of winning projected onto our static model. The estimates, however, are
sensitive to several assumptions. First, the values used for military stockpiles m,, affect
the estimates: whether one uses no stockpiles (36% annual U.S. GDP), domestic stockpiles
(180% annual U.S. GDP), or includes stockpiles of allies (250% annual U.S. GDP) matters.
We choose the upper-bound estimates as our baseline because the security environment
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has deteriorated since 2018, military spending has increased, and the sizes of shadow mil-
itary budgets are unknown. Another consideration is that general equilibrium effects ma-
terially change prize estimates: from 180% to 250% for the U.S. and from 225% to 140%
for China. This occurs because military spending affects factor prices and, consequently,
relative benefits of shifting tax dollars. An increase in Chinese military demand lowers
home wages because military-adjacent sectors depend more on foreign imports than civil-
ian ones; the opposite effect is observed for the U.S. (Table C.11). Adding quantitative de-
tails to factor utilization with plant-level production is an interesting problem in itself and
could be the subject of future research.

yearly budget + stock + allies’ budgets + allies’ stock
CHN USA CHN USA CHN  USA CHN USA
Military value 3.44 3.30 16.97 16.37 17.96 17.98 20.87 22.72

Partial equilibrium  37.10 26.59 182.94 131.80 193.62 144.78 225.07 182.97
General equilibrium 22.84 36.13 112.64 179.08 119.21 196.72 138.58 248.59

Notes: All numbers are reported as % of 2018 annual U.S. GDP. The dollar value conversion uses weighted
industrial price indices for both consumer and military goods for both countries. Stockpiles refer to the assets
of the Department of Defense as reported in their accounting statements.

Table 4: Conflict prize, % annual U.S. GDP

6.3 Results

Given our calibration fit, we analyze the impact of the optimal trade policies. We con-
sider trade policies applied by the U.S. and China unilaterally and report changes in mil-
itary advantage (muome/mrroy) and consumption ratio (crren/crome) relative to a zero-
tax benchmark. Figure 12 plots segments with endpoints at agome, FrRgN = O.OlPFCRGN and
OFRGN = PF(’;\GN ; the weights on the Rest of the World always follow a universalist benchmark
(arow = Pow)- Both the slope and length of the segments provide insights into the policy
impact.

As one can see from the graph, China has an upper hand compared to the U.S. when it
comes to unilateral export policies (2.1% military advantage and -4.9% consumer advan-
tage as opposed to 1.7% and -1.5% for the U.S.). However, under coalition export enforce-
ment, the U.S. trade impact becomes three times larger than that of China. Smuggling more
than halves these impact magnitudes.*® The drawdown of stockpiles increases incentives to

301f one allows for targeting exports to the Rest of the World, optimal export taxes across destinations be-
come closer together. Welfare is lower in that scenario compared to a benchmark with no reshipping and
possible export taxes on the Rest of the World. This occurs due to implicit constraints on taxes across export
destinations that reshipping sets.

45



Unitgd States China

endpoint:
(-9.1,7.8)
3.0% 3.0%

&b ..

= ;

B

© 2.0% 2.0%

z

©

~

[

g

TB1L.0% 1.0%

=

S

T

£

0.0% 0.0%
-4% -2% 0% -4% -2% 0%
CrrGN/ CHOME, Change CrroN/ CHoOME, Change
Exporttax @ Baseline # No stockpiles Smuggling ‘¢ Coalition < Import tax

Notes: Baseline stands for a unilateral application of export taxes, for the U.S. against China and for China
against the U.S. (but not the Rest of the World). No stockpiles refers to the scenario when m;q = 0. Smuggling
is modeled as an additional CES nest for a direct route versus the route via the Rest of the World with ¢ = 8.0
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Figure 12: Policy impact plot

target exports and makes export taxation more aggressive. Import tariffs are a more power-
ful instrument for the U.S., but have almost no impact on China, as China does not import
much from the U.S.. However, one should keep in mind that import tariff deterrence works
mostly through the budget constraint and not through the production price margin.

An important qualification is that Figure 12 considers scenarios when the foreign mil-
itary tax is fixed as a share of household budget. Once we allow government flexibility in
setting lump sum taxes, the impact of policy on military advantage is dampened due to
budget redistribution; foreign households take a stronger hit (A2 (myowme/meren) = 0.3%
and A? (cyome/crron) = —1.4%). If the foreign government can tax households without
limits, the problem reduces to lowering the foreign economy-wide budget constraint.

In terms of welfare outcomes, the U.S. unilateral export policy at its baseline improves
the U.S. national welfare by 0.2%; the analogous Chinese policy improves its domestic wel-
fare by 1.5% (Table C.12). The larger magnitudes for China reflect more redistribution from
foreign to domestic consumers and a different starting point in terms of consumption.

Finally, and perhaps most importantly, industrial policy is a much more potent tool
compared to trade policy. Under a universalist benchmark «a;; = ch and a balanced-
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budget constraint on taxation, optimal industrial policy moves military advantage by 11%
while keeping consumption sharing at just 0.7% (Table C.13). The optimal policy redis-
tributes resources from export-oriented sectors toward the defense sector, which is mostly
domestic, thus performing an indirect terms-of-trade manipulation similar to Ottonello
et al. (2024).3! During conflict, our model prescribes ramping up military spending and
subsidizing military sectors at the expense of export-oriented ones. The use of redistribu-
tive domestic taxation is an indirect way to impact conflicts when the first-best solution is
unattainable due to various constraints.

7 Conclusion

National security shapes the regulation and trade flows of military inputs. In our model,
an input should be subject to scrutiny if it is what the foreign military buys, it is not heavily
utilized in roundabout imports, and it is difficult to substitute. Policy efforts to increase
prices for foreign military should begin with sectors that satisfy these conditions in input-
output networks. The extent to which inputs should be restricted depends on policymak-
ers’ position on the consumption-security trade-off. Our macroeconomic framework offers
an architecture to quantify this trade-off.

Our contribution to the literature is threefold. First, we extend optimal tariff theories
by demonstrating how sufficient statistics from the optimal tax formulas can explain trade
policies in the national security domain. Second, we develop a novel product-level measure
of military use that establishes the consumption-security trade-off in international policy
settings. Finally, we introduce a parsimonious structural framework that can handle factor
price adjustments in general equilibrium.

Some research topics naturally follow from our paper. First, an important issue is that
of conflict dynamics: the speed of goods’ production versus destruction, and the build-up,
scaling, and replacement of the durable manufacturing base. Second, the value of military
capabilities is inherently state-contingent: it is high during conflict but low during peace-
time. This state contingency adversely affects incentives for peacetime military build-up,
which is meant to deter wars. Third, our framework could be extended to include inno-
vation and knowledge flows, similar to E. Liu and Ma (2021). The prevention of critical
technology diffusion with military applications is a highly policy-relevant problem; such
technologies can be identified in a network setup similar to ours.

More broadly, the nuances of dynamic games and the subtleties of diplomatic com-

31n a closed economy with a flexible defense budget, there is no need for industrial policy since defense
spending is a first-best lever of addressing variations in national security environment. The only rationale for
industrial policy in our setting comes from the fact that the economy is open.
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munications make international political economy an exciting area of study. Estimation
of policy functions for military spending, stockpiles, and diplomacy is one empirical exer-
cise out of many. Similarly, conflict game theory contains interesting problems: whether a
country should let aggression slide, respond in kind, or respond harshly, and in which do-
main (military, trade, finance, etc). On the data front, measures tracking attitudes, political
support, and information flows become increasingly available, opening up new opportu-
nities for creative work that combines structural models with data.

The quantitative economic models of military production would benefit from firm- and
plant-level data, a richer spatial setup, and “engineering” elasticities of production for the
supply and demand sides.*? Similarly, studying the industrial organization of dual-use sec-
tors such as space, drones, cyber, Al, and nuclear technology is an exciting direction full
of granular settings to examine innovation, competition, and externalities with national
security in mind. Overall, there are unlimited opportunities for applied national security
research by economists, with the ultimate goal of developing a new security framework that
prevents military conflicts from ever happening again.

320ne study that constructs alternative input-output tables using large language models is Fetzer et al.
(2024). Alfaro et al. (2024) constructs input-output tables that incorporate rare earth commaodities.
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B Examples

B.1 Dual-use goods examples
B.1.1 Rare-earths magnets in F-35 and Tesla

The annual budget of the U.S. Air Force is ~$215 bln. Every year, it is used to pro-
cure =70 F-35 fighter jets from Lockheed Martin, which cost more than $100 mln per jet.
Around $10 mln USD of those $100 mln is the cost of a high-precision radar AN/APG-81
that Lockheed Martin subcontracts to Northrop Grumman. The high-precision radar tech-
nology makes use of neodymium permanent magnets, which Northrop Grumman, as the
2012 Pentagon investigation showed, procures from Chengdu Magnetic Material Science
and Technology, located in an industrial hub near rare earths deposits in Sichuan, China.
(Shiffman & Shalal-Esa, 2014)

L‘HE CHENGDU MAGNETIC MATERIAL SCIENCE AND TECHNOLOGY CO.LTD :fl _ sRI AR
S0s001 RBRBHBEFRAR W/77 cataxyMagnets
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Figure B.1: Neodymium magnets as components of F-35 fighter jet and Tesla cars

Located some 30 minutes away is Chengdu Galaxy Magnets, which also sells perma-
nent magnets made of neodymium. One of its customers is Guangdong Zhaoqing LV, a
subsidiary of the furniture company Leggett & Platt (Factset). The automotive branch of
the company sells car seats to Tesla (Factset), where permanent magnets power the engi-
neering mechanism controlling the seat adjustment and recline. Similar $2 neodymium

56



magnets are therefore used in both $100 mln fighter jets of the U.S. military and Tesla cars
purchased by American consumers.

Why would the U.S. military subject itself to a potential supply chain and security vul-
nerability? “Kendall [Frank Kendall, the chief U.S. Arms buyer] said the waivers were needed
to keep production, testing, and training of the Pentagon’s newest warplane on track; avert
millions of dollars in retrofit costs; and prevent delays in the Marine Corps’ plan to start
using the jets in combat from mid-2015, according to the documents. [...] In one case [of
an F-35 jet], it would cost $10.8 million and take about 25,000 man-hours to remove the
Chinese-made magnets and replace them with American ones.” (Shiffman & Shalal-Esa,
2014). According to Anthony Marchese, the CEO of Texas Mineral Resources, who is lead-
ing efforts to re-shore the rare earth supply chain, “the manufacturers of the F-35 still buy
rare earths in China. Period.” (Pitron, 2020).

B.1.2 Engines in PRC navy ships and Lake Express

PRC missile destroyer Luyang II is powered by two MTU 20V-956-TB92 diesel engines
produced by MTU Friedrichshafen, a German company that is now a part of Rolls-Royce
Holdings (Rivkin, 2021). A similar, slightly less powerful engine, the MTU 16V-4000-M70 is
installed in Lake Express that carries passengers across Lake Michigan (“Austal Launches
Largest Vessel to Date - Lake Express High-Speed Vehicle-Passenger Ferry”, 2004).

Figure B.2: MTU engines in PRC navy ships and Lake Express

B.1.3 CNC machines producing Iskander missiles and Top Flite golf clubs

HAAS VF2SS milling machine is used both to produce custom golf clubs (Custom Golf
Club Putter Made With CNC Machining — Star Rapid, 2017) and Iskander missiles on the
Titan-Barikadnyy plant (Galeev et al., 2024)
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Figure B.3: CNC machines producing Iskander missiles and Top Flite golf clubs

B.1.4 Drones in amateur photography and trench warfare

$500 DJI drones, purposed for amateur photography, have been used by the Ukrainian
armed forces in trench warfare (Mozur & Hopkins, 2023).

Figure B.4: DJI drones in trench warfare and amateur photography

B.2 Descriptive evidence for sufficient statistics

Figure B.5 displays a slide on the uses of carbon fiber from the Bureau of Industry Se-
curity conference, which suggests that regulators indeed consider the distribution of prod-
uct’s sales across two sectors. Regulatory authorities are uncertain whether they should
control carbon fiber exports, given its increased prevalence in non-military applications.
This is exactly the type of question our research aims to resolve quantitatively.

We examine several anecdotal episodes where certain goods were phased outin military
production and analyze how international trade in those goods evolved. The three techno-
logical transitions we consider are the phase-out of combustion piston engines in military
vehicles, the replacement of analog manufacturing by high-precision CNC machines, and
the microelectronics revolution. With the advent of gas turbines and alternative propul-
sion systems, internal combustion piston engines gradually ceased to be used in battle-
field vehicles, particularly in aerospace and naval applications.>® During the 1970-1980s,

33Some first models that replaced internal combustion engines are Bell UH-1 Iroquois (1959; gas turbine;
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Future TEG Topics — Carbon Fiber?

* Carbon fiber was once the exotic material of aerospace, rocket motor cases, and
centrifuge rotors. Now many of these early fibers/grades are obsolete with newer
and better grades commonly used in sporting good and automobile applications.

* Given that these materials continue to have strategic applications, should the
growing world wide availability and ever increasing civil and consumer uses force
the NSG to look for innovative ways to address these concerns?

N\ -,"‘\\"' s

Notes: Slide from the 2018 discussion from the Bureau of Industry Security (“BIS Annual Conference”, 2018).

Figure B.5: Policymakers discuss relative uses: The case of carbon fiber

high-precision manufacturing began replacing analog instruments with CNCs, leading to
the latter’s phase-out from military procurement. The microelectronics revolution, occur-
ing around the same time, decreased military reliance on non-electronic navigation instru-
ments. Despite military phase-out and stable US consumer shares, international trade in
those goods increased, not decreased, providing suggestive evidence in favor of more lax
trade regulation (Figure B.6).

replaced Bell H-13 with piston engines), jet-powered Boeing B-47 Stratojet (1951; replaced B-29 Superfortress
with piston engines), nuclear-powered USS Enterprise CVN-65 (1961; replaced the USS Essex CV-9 driven by
piston-engines), nuclear-powered USS Nautilus SSN-571 (1954; replaced the diesel-electric USS Gato-class
submarines), and M1 Abrams (1980; gas turbine; replaced diesel-powered M60 Patton).
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fied at the SITC Rev. 2 (1975) level. The military procurement share has been reconstructed from the National
Archives (1966-2006) and crosswalked from FSC (Federal Supply Codes) to SITC Rev. 2. The consumer share is
reconstructed using value-added numbers from NBER manufacturing database and crosswalked from NAICS
to SITC Rev. 2. Supplementary Appendix Figure SA.B.7 provides additional figures for components of internal
combustion engines, SITC 7139 “Parts of internal combustion engines” and SITC 7783 “Electrical equipment
for internal combustion engines,” showing analogous patterns in these categories.

Figure B.6: Cases of technological transitions
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C Empirics

C.1 Motivating facts
C.1.1 Institutional details

For the purpose of our analysis, we adopt a formal “legal” definition of dual-use goods
as items identified by security regulators. Table C.1 summarizes the institutional details of
the U.S. export control enforcement. Our attention is focused on dual-use lists rather than
munitions lists, as the former have more civilian overlap and, as a consequence, cover more
civilian goods in the Harmonized System classification. The HS codes covered by munitions
lists, in contrast to dual-use lists, are 93XXXX (arms and ammunition), 8710XX (tanks), and
890610 (warships). When monotonicity becomes important in our regression analysis, we
add those HS6 codes manually. The underlying security classification for dual-use goods is
the Export Control Classification Number (ECCN); Figure C.1 displays the coverage in the
ECCN classification.

The export clearance procedure for dual-use goods follows a typical sequence. Exporters
must first classify their good under a relevant ECCN. Then, they file documentation for a
license, reporting details such as technical specifications, destination, counterparties, and
the intended use. Upon obtaining the license, they must keep records of the export and
sometimes must provide declarations from the end user regarding the intended final use.
Non-compliance with any of those steps can lead to sanctions such as fines or permanent
bans on exporting.

The EU TARIC, the integrated Tariff of the European Union, is a multilingual database
integrating all measures relating to the EU customs tariff, commercial, and agricultural leg-
islation. It provides correlation tables between traditional Harmonized System codes and
the Export Control Classification Numbers (ECN), largely mirroring those of the Wasseg-
naar Arrangement or the Bureau of Industry Security (ECCN). As Chatelus and Heine (2016)
note, “in the EU, the TARIC correlation table does not determine when exporters must re-
quest a permit, but it does determine when exporters must assess whether their exported
commodity requires a permit or not. When the customs tariff number indicates a correla-
tion with the dual-use list, EU exporters must fill in code X002 (controlled) or code Y901
(not controlled) in Box 44 of the Single Administrative Document (i.e., the customs decla-
ration).” Consequently, the EU TARIC system governs the degree of the customs oversight.
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(b) Global trade share, 2015-19

Figure C.1: ECCN classification: categories (x-axis) and subcategories (y-axis)

62



Dual-use goods

Munitions

List

Categories

Code

Agency

Ministry

Consults

Commerce Control List (CCL)

Export Control Classification
Number (ECCN), 5+ symbols

Export Administration
Regulations (EAR)

Bureau of Industry
Security (BIS)

Department of Commerce

Multilateral export
control regimes*, DoD

U.S. Munitions List (USML)

21 categories; see
Federal Code 22.1.M.121

International Traffic in
Arms Regulations (ITAR)

Directorate of Defense
Trade Controls (DDTC)

Department of State

Department of
Defense (DoD)

Note: Multilateral export control regimes are informal clubs of countries that coordinate on export control

and enforcement, including: (i) the Wassenaar Arrangement (WA) on Export Controls for Conventional
Arms and Dual-Use Goods and Technologies, (ii) the Nuclear Suppliers Group (NSG), for the control of
nuclear and nuclear-related technology, (iii) the Australia Group (AG) for the control of chemical and
biological technology that could be weaponized, and (iv) the Missile Technology Control Regime (MTCR)
for the control of rockets and other aerial vehicles capable of delivering weapons of mass destruction.

ECCN codes used for dual-use items in the U.S. largely overlap with the Wassegnaar Arrangement lists and
the EU control classification. The Wassenaar Arrangement is the successor to the Cold War-era

Coordinating Committee for Multilateral Export Controls (CoCom). The Wassenaar Arrangement is more

lenient than its predecessor, having been designed with the primary goal of ensuring transparency in
national export control regimes.

Table C.1: U.S. institutional regulations on arms-related items
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C.1.2 Fact #1. Dual-use goods are overwhelmingly intermediate inputs

To understand the positioning of dual-use goods in production networks, we analyze
the input-output tables for the U.S. economy. Here we borrow some material that we will
describe later in more detail in Section 5. Figure 4 plots network-adjusted sales of various
industries to the U.S. military and to the U.S. households. Some industries, such as missile
production or tank manufacturing, sell primarily to the military. Others, like automobile
manufacturing or pharmaceuticals, sell mostly to households. A range of input industries,
such as semiconductors or the production of plastics, sell to both. We examine normalized
military sales and household sales, with

I-Q)'sM
( )"s } ,  Household salesiz{

I-Q)VsC
Military sales, = [ . ( )"'s ]
[(I — Q)—1 SM]’l . Z

(=) 751

We introduce several heuristic metrics to capture relevant industry characteristics. We
define Military-HH sales symmetry as a scaled difference between network-adjusted mili-
tary and household sales of an industry (or a measure of proximity to the 45-degree line in
Figure 4):

|Military sales, — Household sales;|
Military sales, + Household sales;

Military-HH sales symmetry, = 1 — € [0,1]

The formula follows the logic of the Grubel-Lloyd intra-industry trade index (Grubel & Lloyd,
1975). Sales symmetry takes the value of 0 when an industry sells exclusively to households
or exclusively to the military, and reaches the value of 1 when an industry has equal shares
in the consumption baskets of these groups groups. To measure an industry’s output uti-
lization as an input into other industries’ production, we calculate the ratio of intermediate
sales to total sales. We also analyze network-adjusted military sales as a share of total sales.

Figure C.2 portrays three key relationships between our measures. First, our interme-
diate sales share and sales symmetry measure exhibit a one-to-one relationship. The more
final sales an industry has, the more it sells to a specific final agent, and vice versa. Second,
the probability of being on the dual-use list correlates strongly with military sales share. If
an industry sells exclusively to the military, it will be on the dual-use list, and vice versa.
Finally, the relationship between the dual-use list inclusion and intermediate sales share
follows an inverse U-shape. Very downstream and very upstream industries are not on the
dual-use list, while industries in the middle are, which will motivate our production net-

works modeling treatment.>*

34Note that very downstream final military items are not featured on the customs dual-use lists: HS codes
93XXXX (arms and ammunition), 8710XX (tanks), and 890610 (warships) are not included. This is because
those are governed by munitions lists and ITAR (International Traffic in Arms Regulations) under the U.S. De-
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Notes: The figure presents bin scatters with the x-axis split into five intervals of equal length. For clarity,
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The unit of observation is an HS six-digit category. Observations are weighted by their respective trade
shares. Supplementary Appendix Figure SA.B.1 presents several robustness checks.

Figure C.2: Dual-use goods in production networks

partment of State’s Directorate of Defense Trade Controls (DDTC), instead of dual-use lists and EAR (Export
Administration Regulations) under the Bureau of Industry Security (BIS). We add those military items manu-
ally when monotonicity in regressions for military end use becomes important, but for descriptive plots, we
keep those out.
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C.1.3 Fact #2. Trade in dual-use goods is increasingly regulated: Policy scope

1200

1000

HS Rev. 4 (2012)

800
Raw counts

Dual-use HS6 codes count

600

2008 2010 2012 2014 2016 2018 2020 2022
European Commission dual-use goods list vintage

Notes: Data for dual-use categories are taken from the EU TARIC dual-use correlation tables. CN8 codes are
converted to HS6 codes and then to Rev. 4 (2012). The blue line counts raw 6-digit stems without conversion,
which is lower due to many-to-many mapping between Rev. 4 (2012) codes and Rev. 5/Rev. 6 (2017/2022)
codes, with some Rev. 5/Rev. 6 categories taking pieces from many Rev. 4 categories.

Figure C.3: Dual-use goods count
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C.1.4 Fact #2. Trade in dual-use goods is increasingly regulated: Policy intensity

Trade policies that restrict foreign access disproportionately target goods defined as
dual-use (Figure C.4). Approximately 25% of import tariff policy acts target goods from the
dual-use list, close to the 21.8% number predicted by uniformly drawing HS codes. Policies
that target dual-use goods at a rate higher than import tariffs tend to involve actions re-
stricting foreign access. The top-5 such “security” policies are foreign customer limit limits
(89% dual-use), local operations requirement (69%), rules regulating entry and ownership
of FDI (67%), export licensing (57%), and local content requirements (56%). In contrast,
dual-use goods are less targeted by standard protectionist measures such as import bans
(20%) or import quotas (8.5%).

Recent years have seen a surge in security policies, especially regarding dual-use goods
(Figure C.5). The emergence of this new trend can be attributed to heightened geopolitical
tensions in 2020 following the pandemic, with unprecedented levels observed since 2022.
The 2023 count of new security policies represents a tenfold increase compared to the pre-
pandemic period levels.

100%
orergn customer limit
42 (Local operations requirement |
Qé 75% (FDI: Entry and ownership rule
8 Fxport licensing requirement ]
g (Local content requirement
g (Local value added incentive |
g 50% (Public procurement nes |
g protection
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z 25% ‘ ot (import arif]
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(Internal taxation of imports | | T I Im:[éort tariff quota
==
! -
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Local supply requirement for exports ] [lrnport-related non-tariﬂlmport quota }

Trade and industrial policies by type

Notes: The data are taken from the Global Trade Alert project (Evenett, 2019). Here, a unit of observation is
a policy act-HS code; if the same policy act covers multiple HS codes, it is counted as multiple observations.
Every policy act is classified into a text category by the Global Trade Alert; these categories are displayed in text
labels above the bars. For every text category, the bar reflects the share of policy acts in that category directed
towards dual-use goods. The dual-use goods definition is taken from the 2018 vintage of the EU customs list.

Figure C.4: Dual-use goods as targets of trade and industrial policies
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log(announcements)

2008 2010 2012 2014 2016 2018 2020 2022

Policy type O Dual-use + security Only dual-use O Onlysecurity O Other policies

Notes: The data are taken from the Global Trade Alert project (Evenett, 2019). The individual points corre-
spond to a double difference in new policy acts relative to the pre-trend period of 2008-2019:

2019 2019
log(#acts;;) — 3 Z log(# actsi,zooglg)] — llog(# actSogher,t) — G Z log (# actSoger,2008-19)
#=2008 #=2008

Security policies are classified based on Figure C.4 with and are enumerated in Table SA.B.5.

Figure C.5: Security trade policies over time
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C.1.5 Fact#3. Dual-use trade responds to changes in security environment over time
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Figure C.6: Coeflicient vy ; over time
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Notes: The trade data for the Cold War (1962-2021) comes from the Atlas of Economic Complexity and is
classified according to the SITC Rev. 2 (1975) classification. We include all inter-state and extra-state wars
from the Correlates of War project that occurred from 1962 onwards (Sarkees & Wayman, 2010).

We list conflict participants who were geographically close to the main war theater. Then, we designate diplo-
matic alliances by manually classifying mentions of various state actors in Wikipedia articles related to the
wars listed. Our approach has obvious limitations and should be considered a preliminary inquiry open for
refinement in future studies. Independent of alliance classifications, Figure SA.B.6 shows that dual-use goods
post-conflict experience exhibit stronger absolute changes in imports among all country pairs with a war-
participant receiver. Table SA.B.3 lists the conflicts and alliances used in our analysis.

Our regression equation is

log Ywijrt = azijk i, + awMjkt + 7, r % Relationship,; . + 5, p X Relationship,,;; X Dual-usey, + €uwijkt,

wherea ik ot and a{fj‘- ¢ are a set of war-exporter-importer-product, war-exporter-product-period, and
war-importer-product-period fixed effects. Relationship,,;; is an indicator for whether countries are allies,
enemies, or neither, with the first two values possible only when 7 is a war participant. Period ¢ = 0 marks the
start of the war, and period ¢t = —1 is used as a baseline. Standard errors are heteroskedasticity-robust, and
confidence intervals are at the 95% level. Figure SA.B.5 plots v; r.

Figure C.7: Trade in dual-use goods by diplomatic relationship: War studies
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C.2 Empirical measurement

C.2.1 Military use measure

PctCM/o  CM/o(%) N Keywordsin HS code descriptions
[99.8,99.9] [56.42,65.17]) 2 vehicles, aluminium, powders, flakes, tanks, armoured, fighting, motorised, weapons
[99.7,99.7] [39.87,46.25] 2 Dboats, vessels, ships, warships, lifeboats, rowing, cruise, excursion, ferry, cargo
[99.5,99.6] [32.27,36.17] 2 floating, vessels, light, fire, floats, dredgers, cranes, navigability, subsidiary, docks
[99.3,99.4] [22.13,27.84] 2 gliders, balloons, dirigibles, hang, powered, aircraft, signalling, safety, traffic, control
[99.2,99.2] [16.15,18.68] 2 aircraft, firearms, spring, air, gas, guns, pistols, truncheons
[98.9,99.1] [14.90,16.05] 3 firearms, devices, pistols, mechanical, sporting, shotguns, rifles, muzzle, loading, firing
[98.6,98.8] [10.50,12.38] 4 apparatus, fuses, detonating, radio, boats, floating, structures, rafts, tanks, coffer
[98.2,98.5] [8.16,10.16] 4 trailers, gear, turbo, semi, vehicles, mechanically, propelled, aircraft, launching, deck
[97.5,98.2] [5.80, 7.74] 9 apparatus, vessels, optical, wire, barbed, iron, steel, twisted, instruments, elements
[94.1,97.4] [3.30,5.00] 40 tubes, steel, plates, iron, graphite, carbon, concentrates, metal, electrical, rods
[90.8,94.1] [2.78,3.29] 40 apparatus, steel, machines, iron, wire, recording, electrical, metal, copper, hand
[87.4,90.7] [2.48,2.76] 40 iron, steel, aluminium, waste, machines, dolomite, wire, electrically, scrap, devices
[84.1,87.4] [2.14,2.48] 40 steel, bars, rods, cement, slag, apparatus, alloy, photographic, film, sensitised
[80.9,84.0] [1.89,2.14] 40 natural, ores, concentrates, mechanical, iron, steel, animal, instruments, waste, gas
[77.4,80.7] [1.70,1.88] 40 metal, wax, umbrellas, ores, concentrates, lead, copper, rubber, water, liquid
[74.1,77.3] [1.54,1.70] 40 natural, copper, steel, plates, chemically, sugar, ignition, cut, hair, rods
[70.7,74.0] [1.37,1.53] 40 iron, metal, precious, metals, steel, vegetable, petroleum, oils, matter, glues
[67.4,70.6] [1.25,1.37] 40 watches, tools, tubes, plastics, optical, material, skins, feathers, compounds, fittings
[64.0,67.2] [1.08,1.25] 40 worked, iron, clad, oils, plastics, materials, watches, metal, compounds, alloy
[60.7,63.9] [0.98,1.08] 40 forms, acids, halogenated, sulphonated, nitrated, nitrosated, starches, fabrics, lamps, steel
[57.3,60.6] [0.88,0.97] 40 artificial, stone, forms, retail, sale, machines, synthetic, natural, primary, compounds
[54.0,57.2] [0.75,0.87] 40 textile, polymers, primary, forms, materials, raw, natural, chemical, metal, pens
[50.6,53.8] [0.68,0.75] 40 fabrics, x, ray, apparatus, textile, ether, peroxides, instruments, materials, alpha
[47.3,50.5] [0.62,0.67] 40 wood, ceramic, laminated, forms, plates, vegetable, textile, gas, rubber, sheets
[43.9,47.2] [0.55,0.62] 40 ceramic, wood, preparations, tiles, goods, siliceous, tanning, soap, organic, machines
[40.6,43.8] [0.47,0.54] 40 yarn, waste, wood, hair, textile, fibres, electric, data, vinegar, paper
[37.2,40.5] [0.42,0.47] 40 oils, wood, printed, slate, stone, fractions, paper, forms, machines, apparatus
[33.9,37.2] [0.37,0.42] 40 vyarn, paper, paperboard, sewing, machines, machinery, apparatus, wool, fabrics, reagents
[30.3,33.8] [0.35,0.37] 40 glass, worked, paper, sheets, reflecting, cellulose, wood, preparations, fruit, absorbent
[27.2,30.3] [0.31,0.35] 40 paper, fabrics, cork, plates, sheets, papers, rolls, wood, materials, wool
[23.8,27.1] [0.24,0.31] 40 fractions, paper, modified, cotton, mixed, animal, refined, chemically, woven, fibres
[20.5, 23.8] [0.21,0.24] 40 fabrics, pulp, silk, woven, leather, yarn, waste, wood, knitted, crocheted
[17.2,20.4] [0.17,0.21] 40 leather, dried, meat, fish, metals, knitted, crocheted, fabrics, genus, printing
[13.8,17.1] [0.13,0.16] 40 fish, coaches, knitted, crocheted, dried, yarn, animal, put, retail, sale
[10.5,13.7] [0.09,0.13] 40 dried, frozen, fresh, leather, nuts, cocoa, prepared, chilled, waters, molluscs
[7.1,10.4] [0.06,0.09] 40 machines, fresh, fish, prepared, chilled, yarn, coffee, vinyl, organs, vegetables
[3.8,7.0] [0.04,0.06] 40 fresh, chilled, knitted, crocheted, machines, oil, machinery, extraction, meat, ground
[0.0,3.7] [0.00,0.04] 45 precious, metal, fresh, prepared, tobacco, preparations, cars, rubber, jackets, chilled

Notes: The table is generated utilizing military use for HS 4-digit codes for expositional purposes. The

reason is that 4-digit text descriptions are concise and bundle 6-digit codes that are linguistically similar

together. The first column contains the percentile of military use. The second column contains military use,
expressed in percent. The third column is the number of 4-digit categories within the defined bucket. The
last column details 10 most common words, in decreasing order, from the associated HS code descriptions.

Table C.2: HS codes: Keywords
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Figure C.8: Military centrality and trade elasticities: NAICS 6-digit level
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Variable‘CM/a pctCM/o CM petCM SM pctSM M petsM WsM o petWsM s¢ pets© WsY pet WsC

CM/o | 1.00 0.48 090 044 062 035 048 026 0.30 0.30 -0.07 -0.08 -0.03 -0.08
pctCM /o 1.00 045 0.83 032 055 021 036 0.32 0.61 -0.21 -0.21  0.07 0.01
cM 1.00 052 0.68 040 059 031 0.39 0.37 -0.08 -0.08 -0.01 -0.07

pct CM 1.00 036 0.62 023 041 0.44 0.74 -0.23 -0.23 0.14 0.05
sM 1.00 045 045 035 0.8 0.22 -0.06 -0.17 -0.10  -0.10

pct SM 1.00 026 073  0.11 0.36 -0.12 -019 -0.13  -0.17
sM 1.00  0.30  0.56 0.24 0.28 0.14 021 0.07

pet sM 1.00  0.25 0.53 0.26 046 022 0.32
W' sM 1.00 0.60 0.20 025 0.74 0.48
pect U'sM 1.00 0.07 026 0.3 0.65
s¢ 1.00 050 0.63 0.40

pct s¢ 1.00  0.47 0.69

U/ s¢ 1.00 0.70

pet U's¢ 1.00

Table C.3: Key variables: Correlation table
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0% 25% 50% 75% 100%

Variable __ M/g - WM = M

Figure C.9: Cumulative distribution function of key variables
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C.2.2 Policy targeting

On dual-use list, % On dual-use list, % On dual-use list, %
2| 2| 2
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Figure C.10: Military sales share and policy lists
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Dependent Variable: On dual-use list: Yes
Model: (1) ) ®3) (4) (5) (6) ()
Variables
St 0.6027** -0.0230

(0.0933) (0.0752)
C{}g/o 3.020"*  3.063*** 2.733*** 2.796"** 2.653"** 1.987***

(0.3266) (0.3767) (0.3126) (0.3151) (0.2818) (0.2324)
Fixed-effects
Polynomial S{ Yes
Piecewise S{}% Yes Yes Yes
Goods controls (trade, sales, ...) Yes Yes
HS 2-digit Yes
Fit statistics
Observations 5,135 5,135 5,135 5,135 5,135 5,134 5,134
R2 0.02127  0.05871 0.05872 0.07982 0.08109 0.12487 0.32321
Within R? 0.07982 0.04179 0.04849 0.02454
Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.001, **: 0.01, *: 0.05
Table C.4: Dual-use goods: A regression analysis

Dependent Variable: Had a US export NTM after 2022
Model: (1) ) ®3) (4) (5) (6) ()
Variables
St 0.5773*** 0.0783

(0.0926) (0.0915)
CM /o 2.589"*  2.443** 2,179  2.166™* 1.947*"*  0.7805*

(0.3339) (0.3825) (0.3200) (0.3249) (0.2984) (0.3037)

Fixed-effects
Polynomial S Yes
Piecewise S{}} Yes Yes Yes
Goods controls (trade, sales, ...) Yes Yes
HS 2-digit Yes
Fit statistics
Observations 5,135 5,135 5,135 5,135 5,135 5,134 5,134
R2 0.01597  0.03529 0.03547 0.05602 0.06666 0.16382 0.38737
Within R? 0.05602 0.02950 0.03845 0.01941

Heteroskedasticity-robust standard-errors in parentheses

Signif. Codes: ***: 0.001, **: 0.01, *: 0.05

Table C.5: Export NTMs: A regression analysis
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Dependent Variable:

On dual-use list: Yes

Model: (1 ) ©) (4) (5) (6) ™) (8)
Variables
Cht/o 1.948™* 2438+ 2.410"* 2.355"**

(0.2803) (0.2796) (0.2844) (0.2575)
rank C3L /o 0.2948**  0.3206™* 0.2872*** 0.2970***

(0.0190) (0.0213) (0.0193) (0.0232)
Fixed-effects
Polynomial s{¥% Yes Yes
Polynomial W's}, Yes Yes
Polynomial rank sk Yes Yes
Polynomial rank ¥’s{% Yes Yes
Fit statistics
Observations 5,135 5,135 5,135 5,135 5,135 5,135 5,135 5,135
R? 0.07464 0.07758 0.08517 0.08686 0.10329  0.08843  0.09592  0.08643
Within R? 0.07464 0.07758 0.08517 0.08686 0.10329  0.08843  0.09592  0.08643
Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.001, **: 0.01, *: 0.05
Table C.6: Dual-use goods: More robustness

Dependent Variable: Had a US export NTM after 2022
Model: (1) ) (3) (4) (5) (6) () (8)
Variables
Ché/o 1.520***  2.109"* 1.938*** 1.993"*

(0.2960) (0.3018) (0.2919) (0.2748)
rank C{}/é/a 0.2908**  0.3275™* 0.2674™* 0.2859***

(0.0208)  (0.0231)  (0.0210)  (0.0256)

Fixed-effects
Polynomial s{j% Yes Yes
Polynomial ¥'s{% Yes Yes
Polynomial rank s{% Yes Yes
Polynomial rank ¥’ s Yes Yes
Fit statistics
Observations 5,135 5,135 5,135 5,135 5,135 5,135 5,135 5,135
R? 0.05141 0.04688 0.07284 0.06029 0.07901  0.06444 0.08586  0.06546
Within R? 0.05141 0.04688 0.07284 0.06029 0.07901  0.06444 0.08586  0.06546

Heteroskedasticity-robust standard-errors in parentheses

Signif. Codes: ***: 0.001, **: 0.01, *: 0.05

Note: Supplementary Appendix Tables SA.B.7-SA.B.54 provide additional robustness.

Table C.7: Export NTMs: More robustness
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C.2.3 Trade flows: Events
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Figure C.11: Trade responses following geopolitical shocks: Russia-2022
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Figure C.12: Trade responses following geopolitical shocks: China-2016
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C.2.4 Trade flows: Decomposition by good

HS code Description ISO chg (%)
930690 Ammunition; n.e.c. in chapter 93 POL 8.22
930110  Military weapons; artillery weapons (e.g. guns, howitzers, and mor- POL 5.05
tars)
871000  Tanks and other armoured fighting vehicles; motorised, whetheror CAN  2.68
not fitted with weapons, and parts of such vehicles
871000 Tanks and other armoured fighting vehicles; motorised, whether or POL 2.04
not fitted with weapons, and parts of such vehicles
930690 Ammunition; n.e.c. in chapter 93 SVK 1.83
890610  Vessels; warships USA 1.41
871000 Tanks and other armoured fighting vehicles; motorised, whether or BEL 1.38
not fitted with weapons, and parts of such vehicles
871000 Tanks and other armoured fighting vehicles; motorised, whether or ROU 1.18
not fitted with weapons, and parts of such vehicles
930110  Military weapons; artillery weapons (e.g. guns, howitzers, and mor- SVK 1.12
tars)
271000  Waste Oils; of petroleum or obtained from bituminous minerals, not POL 0.94
crude; and preparations n.e.c., weight 70% or preparations of the
same, containing polychlorinated biphenyls (PCBs), polychorinated
terphenyls (PCTs) or polybrominated biphenyls (PBBs)
930690 Ammunition; n.e.c. in chapter 93 NOR 0.89
930630 Ammunition; cartridges and parts thereof n.e.c. in heading no. 9306 USA 0.78
880212  Helicopters; of an unladen weight exceeding 2000kg ROU  0.57
850220  Electric generating sets; with spark-ignition internal combustion CHN  0.49
piston engines
880212  Helicopters; of an unladen weight exceeding 2000kg SVK 0.47
871639  Trailers and semi-trailers; (other than tanker type) POL 0.42
271000  Waste Oils; of petroleum or obtained from bituminous minerals, not BGR 0.40
crude; and preparations n.e.c., weight 70% or preparations of the
same, containing polychlorinated biphenyls (PCBs), polychorinated
terphenyls (PCTs) or polybrominated biphenyls (PBBs)
930630 Ammunition; cartridges and parts thereof n.e.c. in headingno. 9306 SVK 0.38
271000  Waste Qils; of petroleum or obtained from bituminous minerals, not IND 0.38
crude; and preparations n.e.c., weight 70% or preparations of the
same, containing polychlorinated biphenyls (PCBs), polychorinated
terphenyls (PCTs) or polybrominated biphenyls (PBBs)
871631  Tanker trailers and tanker semi-trailers TUR 0.36

Table C.8: Ukraine: country-goods
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HS code Description ISO chg(%)

880240  Aeroplanes and other aircraft; of an unladen weight exceeding FRA  -4.16
15,000kg

880240  Aeroplanes and other aircraft; of an unladen weight exceeding DEU  -2.12
15,000kg

841112  Turbo-jets; of a thrust exceeding 25kN USA  -1.92

890510  Dredgers CHN -1.78

852990  Reception and transmission apparatus; for use with the apparatus CHN  -0.94
of heading no. 8525 to 8528, excluding aerials and aerial reflectors

841112  Turbo-jets; of a thrust exceeding 25kN GBR  -0.64

851712  Telephones for cellular networks or for other wireless networks VNM  -0.59

890190  Vessels; n.e.c. in heading no. 8901, for the transport of goods and NLD  -0.58
other vessels for the transport of both persons and goods

871639  Trailers and semi-trailers; (other than tanker type) DEU  -0.50

890120  Tankers CHN  -0.49

890399  Yachts and other vessels; for pleasure or sports, rowing boats and NLD  -0.47
canoes, n.e.c. in heading no. 8903, other than inflatable

852990 Reception and transmission apparatus; for use with the apparatus VNM  -0.40
of heading no. 8525 to 8528, excluding aerials and aerial reflectors

841112  Turbo-jets; of a thrust exceeding 25kN POL  -0.39

890190  Vessels; n.e.c. in heading no. 8901, for the transport of goods and DEU  -0.34
other vessels for the transport of both persons and goods

281820  Aluminium oxide; other than artificial corundum UKR -0.31

901380  Optical devices, appliances and instruments; n.e.c. in heading no. CHN  -0.30
9013 (including liquid crystal devices)

281820  Aluminium oxide; other than artificial corundum AUS -0.29

890590  Vessels; light, fire-floats, floating cranes and other vessels, the navi- TUR  -0.27
gability of which is subsidiary to their main function, floating docks

890130  Vessels, refrigerated; other than tankers JPN -0.25

841112  Turbo-jets; of a thrust exceeding 25kN FRA  -0.24

Table C.9: Russia: country-goods
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HS code Description ISO chg (%)

880240 Aeroplanes and other aircraft; of an unladen weight exceeding USA  -9.89
15,000kg

901380  Optical devices, appliances and instruments; n.e.c. in heading no. KOR  -4.28
9013 (including liquid crystal devices)

901380  Optical devices, appliances and instruments; n.e.c. in heading no. TWN  -2.77
9013 (including liquid crystal devices)

880240  Aeroplanes and other aircraft; of an unladen weight exceeding FRA  -2.10
15,000kg

851770  Telephone sets and other apparatus for the transmission or recep- KOR  -1.33
tion of voice, images or other data, via a wired or wireless network;
parts

901380  Optical devices, appliances and instruments; n.e.c. in heading no. JPN -1.14
9013 (including liquid crystal devices)

890190  Vessels; n.e.c. in heading no. 8901, for the transport of goods and TWN  -0.69
other vessels for the transport of both persons and goods

890120  Tankers KOR  -0.68

880240  Aeroplanes and other aircraft; of an unladen weight exceeding DEU  -0.64
15,000kg

841112  Turbo-jets; of a thrust exceeding 25kN RUS  -0.63

851770  Telephone sets and other apparatus for the transmission or recep- JPN -0.50
tion of voice, images or other data, via a wired or wireless network;
parts

841191  Turbines; parts of turbo-jets and turbo-propellers USA  -0.49

890590  Vessels; light, fire-floats, floating cranes and other vessels, the navi- JPN -0.32
gability of which is subsidiary to their main function, floating docks

901390  Optical appliances and instruments; parts and accessories for arti- THA  -0.31
cles of heading no. 9013

841112  Turbo-jets; of a thrust exceeding 25kN USA  -0.29

270112  Coal; bituminous, whether or not pulverised, but not agglomerated = AUS -0.28

852990 Reception and transmission apparatus; for use with the apparatus JPN -0.24
of heading no. 8525 to 8528, excluding aerials and aerial reflectors

901390  Optical appliances and instruments; parts and accessories for arti- JPN -0.22
cles of heading no. 9013

901390  Optical appliances and instruments; parts and accessories for arti- TWN  -0.19
cles of heading no. 9013

890690  Vessels; other, including lifeboats other than rowing boats, other SGP -0.19

than warships

Table C.10: China: country-goods
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C.3 Policy evaluation
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Figure C.13: Centrality by country: Targeted entities per capita
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Figure C.15: EU dual-use lists: Military use over time
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Figure C.16: EU Commission critical goods
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Notes: The database of sanctions is taken from the OpenSanctions project. The Russian enterprises are
matched to the Russian tax registry EGRUL, and the provided OKVED industries are then crosswalked into
NAICS (Rev. 2012) codes. The centrality rank is then taken for the resulting industries. When an entity is linked
to multiple industries, we treat those probabilistically, so one entity can have several weighted observations.
Supplementary Appendix Figure SA.B.33 reports confidence intervals on the estimates.

Figure C.17: Sanctions against Russia
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C.4 Trade statistics
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Figure C.18: Trade flow military intensity (average military use)
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Figure C.19: Cross-section of military contributions to trade flows: 2015-2019
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Figure C.20: Export decompositions
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Figure C.21: Import decompositions
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Figure C.22: Trade pair decompositions
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C.5 Calibration

The effect for the U.S. increases from 180% to 250%, while the effect for China drops
from 225% to 140%. This occurs because military spending affects demand for factors
across countries, which affects final goods’ prices. An increase in Chinese military demand
lowers home wages (d log wepun/dMcan = —0.025) because military sectors depend more
on the Rest of the World than consumer sectors do (38% and 25.8% of the basket respec-
tively; Table C.11). The opposite occurs in the U.S. (dlog wecan/dMcan = 0.017, 31% and
19% of the basket). This results in the value of the prize being lower compared to the partial
equilibrium in China and higher in the U.S..

CHN USA ROW
w pP¢ pM w PC pPM w p¢ pPM
CHN -2.4847 -1.8049 -1.4985 0.0615 0.0740 0.0635 -0.8000 -0.5867 -0.4875
USA -0.2051 -0.2245 -0.2136 1.6931 1.1047 1.3337 -0.3901 -0.2833 -0.3238
ROW 0.0000 -0.0951 0.0000 0.0000 0.0473 0.0000 0.0000 -0.0392 0.0000

Notes: The rows indicate the countries that increase its military spending. The columns report price reactions
in respective countries. The rest-of-the-world wage is normalized.

CHN USA ROW
C M C M C M
CHN 72.498 60.181 3.659 2.101 3.608 0.000
USA 1.739 1.565 65.115 78.693 2.662 0.000

ROW 25.763  38.254 31.226  19.206 93.730  100.000

Notes: The rows report the network-adjusted purchase share of the labor factor across various countries by
consumers and military.

Table C.11: Decomposition of general equilibrium effects behind military spending
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Figure C.23: 2018 input-output table for China
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USA (% change) CHN (% change) baseline
CHN USA ROW CHN USA  ROW CHN USA ROW
Ul -1.000 0.166 0.019 1.506  -1.583 0.270 19.436 53.941 41.553
Uc -1.182  0.245 0.016 1.748  -2.846 0.254 16.144 29.162 41.993
UM -0.068  0.065 0.082  -0.079 3.994 25.348
c -1.241 0.256 0.019 1.874  -2917 0.270 63.222 28.592 41.553
C -0.582 -1.105 0.000 -4.655 -0.654  0.000 15.442 28.592 41.553
pc 0.668 -1.358 -0.019 -6.408  2.330 -0.269 0.244 1.000 1.000
v -0.033  0.033 0.040  -0.040 0.489 0.511
m -1.104 0.572 0.743  -1.369 0.707 0.678
M -0.582 -1.105 -4.655  -0.654 0.233  0.682
pPM 0.528 -1.668 -5.358  0.725 0.329  1.006
wlL -0.656  -2.141 0.000 -8.793  -0.933  0.000 13.895 20.533 52.074
R/wL 0.000 0.578 3.883 0.000 0.000  0.000
MPCHN.- -0.730 -2.450 -0.748 -9.955 -41.796 2.596 63.561 1.883  2.477
mpusa.. -50.105 -2.078 1.105 -11.102 -0.942 -3.833 0.549 70.238 1.678
Mprow,. 3.764 -2.317 0.000 -11.837 7.285  0.000 5591 9.085 4.155
Table C.12: Baseline welfare
USA (% change) CHN (% change) baseline
CHN USA ROW CHN USA ROW CHN USA ROW
U’ -0.090 -0.158 -0.015 -0.218 -0.097 0.037 18.879 54.522 41.553
Uc -0.235 -0.235 -0.235 -0.034 -0.034 -0.034 85.587 85.587 85.587
UM -0.427  0.410 0.230 -0.220 3.437 25.929
c -0.015 -0.673 -0.015 -0.318 0.015 0.037 63.222 28.592 41.553
C 0.147 -0.232  0.000 0.107 -0.050 0.000 15.442 28.592 41.553
P 0.161 0.444 0.015 0.426 -0.065 -0.037 0.244 1.000 1.000
v -0.209  0.209 0.113 -0.113 0.489 0.511
m -0.004 11.604 5.518 0.036 0.707 0.678
M 0.147 -0.232 0.107 -0.050 0.233  0.682
pPM 0.151 -10.605 -5.128 -0.086 0.329 1.006
wL 0.166 -0.148 0.000 0.142 -0.071 0.000 13.895 20.533 52.074
R/wL 0.000 -0.183 -0.021  0.000 0.000  0.000
MPCHN,- 0.111 -0.388 0.431 0.156 0.341 0.314 63.561 1.883 2.477
MPUSA,- -3.090 -0.246 -0.636 0.255 -0.060 -0.464 0.549 70.238 1.678
MProw, 0.364 -0.224  0.000 0.228 -0.141 0.000 5591 9.085 4.155

Table C.13: Industrial policy results
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Figure D.1: Horizontal model structure

D.1 Proof of Proposition 1

Proof. We first characterize the best response policies. After that, we describe the Nash
equilibrium. The best response for defense spending was established in (18) and is given

by
pM

1-G
M= (o) (69)

For trade policy, consider small changes in taxes imposed by government :. The result-
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ing change in welfare is given by

N~ N J \ - 4
revenue foreign‘r,nﬂitary domestic distortion

It is a sum of revenue and price effects. By Shephard’s lemma, the changes in prices are

dlog PY = > sGdlog !, dlog PM = )" sildlogry, (71)
ke{H,F} ke{H,F}

dlog P = s%yidlog Tf(”
The revenue changes can be expanded as

decrease in spending
7\

" x
E .. |75 — 1 ..
dR; = — 2 | = (g7 _ 1)+ 1 dlog % . (72)
M X 7,2 —— 1,2
T i T i .
unit revenue
decrease in spending revenue diversion
T —1 ; 75 —1 -
k ik il l M
+ g e M Ep(Ey — 1) + E M Eqa&y+  Ei dlog 7,
ke{H,F} ik I#k il unit revenue

Anincrease in the export tax increases the revenue earned from one unit exported butloses
revenue due to decreased foreign demand. An increase in the import tariff has a similar
effect for the home country but additionally generates revenue spillovers due to the shifting
of home spending toward other imported goods. Further details about these elasticities are
provided in Supplementary Appendix A.1.

Combining changes in revenue and changes in trade taxes, we obtain

E—z )i i{z g M X
il =1 ! M
+ Z ik(gik —1)+ Z i Ey &5 | dlog Ty
ke{H,F} Z Ik il

Under the best response policies, small changes in trade taxes should not lead to changes in
welfare. The rearranging of the terms in brackets generates the following matrix expression:

trade taxes

revenue responses national security vector
X
T —1 -1
S E_i (X E_ii
7;3/” 7—/\/111 (5—11 _1) 0 0 M (1+7711M —1 z)
' =i, N B iy
| T 0 Bl =1)  Ei&i 0 (74)
Mo i i,—1
-1 0 Wl Bini(&T 1) 0
M '
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Thus, we obtain the best response tax policy:

ToT national security externality
X
T—i,i_l . 1 +T—21(M/M—l) —i,i M —1
TX - g—zz 1 ’ T = L. (75)

-0 —1,1

For a civilian good with % ; = 0, the export tax follows the standard inverse elasticity rule
(5 =15 = — 1/(£;"" — 1). The presence of an additional term 7! LM/ M_;)SY in
the numerator represents a Pigouvian correction for a national securlty externality by in-
ternalizing the cost that every unit sold to a foreign defense sector has on domestic welfare.
This term grows with the sales share of a variety to the foreign defense sector S} ;. The best
response policy for the import tariff is 7;}! = 1. Any domestic price manipulation results in

a deadweight loss.

Equations (69) and (75) characterize the best response policies. To solve for the Nash
equilibrium, we assume that those expressions hold simultaneously for both countries.
Taking the logarithm of both sides in (69), we obtain

log M; = —(;log i 4+ (1 — ¢;)(log M_; + log PM — log PM) (76)

Solving the system of equations for i € {H, F'} yields

PM (1=Ci)Ci,—i -
M 6472 1/8(1 Cz)Cz —1 (_) , CZ —i = ! (77)
pM ’ G+ (i — GG

Here (; _;, which we will call conflict elasticity, is a measure of how responsive home welfare

is to changes in the relative military price ratio (P /PM). Since the import tariffs are zero
for both countries, 7;}! = 1. Subsequently, we plug the zero import tariffs into (75) to obtain
(21). The derivation is complete. O]

More broadly, the best response trade taxes (75) apply to any game in which the home
government takes foreign defense spending M _; as given. These are one-shot games in
which the foreign government picks its policies P(~") before or simultaneously with the
home trade policy P:.

D.2 Calibration: Jacobian calculation

The goods market clearing can be written as

X = &' (sC(WwL+ R+ D — M) +sMM) (78)
Note that M
r—1QM T _
R; = ki o X+ LQ e 79
kZ X M k Z T,ﬁ{ k (79)
ex_; ke
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which can be recast in matrix form as R = ARX. After accounting for revenue amplifica-
tion, the goods market clearing can be recast as

X = AXT (sC(WL+D — M) +sMM), AX=(I- F'sCAR), (80)
The factor market clearing is
wL = QV'X. (81)
Plugging in an expression for X yields
AMwWL = QYAXF (sO(D — M) +sMM), AL =1- QVAXF'sC. (82)

Solving for that equation allows us to solve for factor prices.

To find a wage jacobian, we now consider an equation that results from small policy
changes:

(dAY)WL + A¥wLdlogw = dQY AX ¥ (s°(—D — M) + sMM) (83)
+ QY (dAX)T (sC(~D — M) + sMM)
+ QYAX(dF)(sC(=D — M) + sMM)
+ QYAXT ' 4(sC(—D — M) + sMM)
One can further expand changes in each matrix:
~ /. =

A = B (@), dAX = AXq(T'sCAR)AX. (84)

Expressing the primitive d€2 as a function of d log w and d log P for taxes and military changes
allows to recast the expression as

Adlogw = dlogP, (85)

which allows us to recover a relevant jacobian.

D.3 Calibration: Stockpiling

The utility contest function is

. g(mi)
Ui({e sy, {mi}ie,) = e+ ; @ijc; + Big(ml-) Ty gm) (86)

Taking the first-order condition with two players yields

Bi 9'(mi)(g(ma) + 325, 9(my)) — g(mi)g'(my) 1 @7)
pM (g(ms) + 32,54 9(my))? P
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or

B S = (88)

(89)

If g(m;) = m], theng'/g = ym; . If there is a stockpile of goods mg; and g(m;) = (mg;+
m;)?, then ¢’ /g = v(mq; +m;)~*. We introduce ¢’ /g = vx;m; ', where r; = m; /(mo; +m;)
is the ratio of military goods to the total goods, including the stockpile. Note that in this
case

(mo; + mi)" _ ki mg

= . 90
(m()i + mi)V + (m()’,i + 7”I”L,i)’y /i;'ym? + /{Zmzz (90)

V; =

For the purpose of v estimation we assume that x; = x_;, simplifying the expression to

m;
v; = mZ%——ZmL (91)
From that,
V@fﬂmil% = %, Ki = ﬁ, (92)
naturally follows.
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